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PERFECTIVE MARKING IN L2 MANDARIN: AGREEMENT WITH INHERENT 

LEXICAL ASPECT OR THE DERIVED SENTENTIAL ASPECTUAL CLASS?* 

 

DANIEL BELL AND CLARE WRIGHT 

(Newcastle University / University of Reading) 

 

 

Abstract 

 

This study evaluates the differing claims of the Aspect Hypothesis (Anderson & Shirai 1996) 

and the Sentential Aspect Hypothesis (Sharma & Deo 2009) for perfective marking by L1 

English learners of Mandarin. The AH predicts a narrow focus on inherent lexical aspect (the 

verb and predicate) in determining the use of the perfective marker le, whilst the SAH suggests 

that – subject to L1 influence – perfective marking agrees with the final derived aspectual class 

of the sentence. To test these claims data were collected using a controlled le-insertion task, 

combined with oral corpus data. The results show that learners’ perfective marking patterns 

with the sentential aspectual class and not inherent lexical aspect (where these differ), and that 

overall the sentential aspectual class better predicts learners’ assignment of perfective marking 

than lexical aspect. 

 

1. Introduction 

1.1. Models of aspect  

 

Following Vendler’s (1967) categorisation of verb types, treatments of aspect began to consider 

the compositional nature of aspect (notably explored by Verkuyl 1972) and the fact that 

elements beyond the verb can crucially contribute to aspectual derivation. This fed usefully into 

a number of second language (L2) acquisition studies in the subsequent decades, which initially 

considered only the role of verbal arguments (e.g. Slabakova 1999), with other elements – like 

adverbials – not coming into focus until more recently (e.g. Baker and Quesada 2009). In fact, 

because the vast majority of research into the acquisition of aspect has investigated the Aspect 

Hypothesis (AH) (Andersen & Shirai 1996), which is characterised by an exclusive focus on 

inherent lexical aspect (the verb and predicate), the fully compositional nature of aspect 

represented in theoretical models has yet to be seriously unpacked in terms of its implications 

for acquisition. An important advancement, though, came from the Sentential Aspect 

Hypothesis (SAH) (Sharma & Deo 2009), which proposes that learners’ aspect marking 

patterns with the sentential aspectual class (the final aspectual derivation) rather than with the 

verbal predicate alone, and that the AH’s findings concerning lexical aspect are an 

epiphenomenon of sentential agreement.  

The term aspect denotes the ‘internal temporal constituency of a situation’ (Comrie 

1976: 3), and describes how eventualities unfold in time, whilst tense is deictic, locating a 

situation in relation to the speech time as past, present or future. Treatments of aspect can be 

divided into two main camps: two-component models that distinguish lexical from grammatical 

aspect, and unitary models, which do not. The AH is rooted in Vendler’s (1967) verb 

classification and in a two-component model of aspect, whilst the SAH emerges from the 

                                                 
* An earlier version of this study was submitted as an MA thesis to Newcastle University in 2013 and presented at 

the 3rd International Symposium on Chinese Language and Discourse (June 11-13th 2014). Both authors would 

like to thank the anonymous NNWPL reviewers for their comments on this paper and Daniel Bell would like to 

thank the Arts and Humanities Research Council (AHRC) for funding.  
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unitary approach of the semantics literature (e.g. de Swart 1998). In the former approach, 

grammatical aspect morphology provides ways of viewing a situation (e.g. as having internal 

duration or as a completed event), whilst lexical aspect (sometimes called aktionsart, ‘kinds of 

action’) pertains to the inherent properties of situations themselves, defined using binary 

features (e.g. telic/atelic, stative/dynamic, durative/punctual). Lexical aspect is derived from 

verbs and predicates, as in Vendler’s (1967) verb categorization (discussed in Section 2.2). 

Representative of the two-component approach is Smith’s influential model (1997) and that of 

Xiao & McEnery (2004). In such models, grammatical perfective/imperfective viewpoint 

markers express the dichotomy between viewing situations as a single whole (with endpoints) 

as opposed to referencing their internal duration (and excluding endpoints). For example, He 

walked to school and He was walking to school respectively express the perfective and 

imperfective viewpoint on the same telic situation (walk to school).  

Of direct relevance to this study (and specifically to the Sentential Aspect Hypothesis) 

is the fact that these models account for aspectual shifts performed by elements beyond the 

verbal predicate. Thus in Smith’s model, Vendler’s fourway ontological categorisation is 

applied to the sentence-level. Similarly, Xiao & McEnery (2004) show how sentential aspect is 

derived through mappings between three levels: the predicate, the predicate and its arguments, 

and the sentence. In these models, universally invariant situation types are derived lexically and 

subjected to fine-grained aspectual viewpoints encoded by language-specific grammatical 

markers. However, alternative treatments of aspect have emerged which accomplish this 

without utilizing a distinction between lexical situation types and viewpoint markers.  

The semantics literature (e.g. Mourelatos 1978, Dowty 1986, Krifka 1989) has given 

rise to unitary models in which both lexical and grammatical devices can act as aspectual 

operators, modifying the derived aspectual class of the sentence through their basic 

mereological properties (see de Swart 1998). Three ontological eventuality types are 

distinguished – states, processes and events – which differ according to whether they are 

homogenous or quantized, and stative or dynamic. In this framework, states and processes are 

homogeneous, denoting divisive reference (subintervals of being happy equal being happy) and 

cumulative reference (reading plus reading is simply reading), whilst events are non-

homogeneous and quantized (subintervals of eat an apple are not equal to the whole, and unlike 

states and processes, events can be counted).  

On this approach atelic verbs (e.g. know), habitual adverbials (e.g. everyday) and 

traditional aspect markers like the English progressive are all homogeneous. Correspondingly, 

cardinally quantified adverbials (e.g. for five years), telic verbs (e.g. recognise) and traditional 

perfective markers are all quantized. Crucially, then, both two-component and unitary 

approaches emphasise the compositionality of aspect and the role played by elements beyond 

the verbal predicate (e.g. Dowty 1986: 43, Xiao & McEnery 2004: 80). Moreover, both 

approaches can be applied to acquisition studies, as the AH and the SAH respectively 

demonstrate, although to date relatively little research has been done on non-European 

languages, leaving a gap in our understanding of how languages which are typologically 

different may show effects of transfer within either approach. Hence, this paper addresses the 

issue of the acquisition of aspect by English learners of Mandarin, given that the two languages 

are often held to differ in being a tense vs. aspect language respectively. 

Having now summarised the main approaches to aspect, a more detailed discussion of 

the key concepts is provided in the following sections, which are organized as follows. The 

next section defines telicity and reviews Vendler’s (1967) verb classification. Section 3 

considers differences in aspectual derivation in English and Mandarin, as well as Mandarin 

perfective le. Section 4 examines the AH and the SAH, evaluating problems with the claim – 

which underpins the research questions of this study – that inherent lexical aspect exclusively 

conditions learners’ aspect marking. The following sections then provide details of our 
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methodology (Section 5), results (Section 6), discussion (Section 7) and conclusions (Section 

8).  

 

2. Composition of aspect 

 

This section explores the concept of telicity and reviews Vendler’s (1967) verb classification, 

which underlies the Aspect Hypothesis.  

 

2.1. Telicity 

 

Telicity is central to the discussion of aspect, and in the broadest sense denotes boundedness 

(cf. Jackendoff 1996). However, Garey (1957: 105), who introduced the term to the field of 

aspect, posited an entailment test to identify inherent verbal telicity: if one was verbing, and 

was interrupted while verbing, has one verbed? The answer for telic verbs, such as drown, is 

no, whilst for atelic verbs (e.g. swim), the answer is yes. This definition of telicity thus concerns 

eventuality structure, with telicity involving the notion of completion and the attainment of a 

telos (goal/endpoint). But the semantics literature has also given rise to mereological 

definitions, which pertain to the relation between parts and the whole. 

Thus telicity has been defined as the lack of the subinterval property (i.e. Krifka’s (1998) 

notion of quantization) such that a telic sentence (e.g. He walked to the school) is not true at 

any subinterval of the interval for which the proposition holds; atelic sentences (e.g. He 

walked), on the other hand, have the subinterval property, being equally true at any subinterval 

of the interval for which they are asserted. However, not all bounded predicates are quantized 

or even telic in the sense of having an inherent endpoint in eventuality structure (a telos, in 

Garey’s original sense). For example, some (e.g. study a quantity of books) have a telos (i.e. 

when the books have been studied) and are bounded but yet are not quantized because they 

possess the subinterval property (i.e. a subpart of a quantity of books is still a quantity of books) 

and cumulative reference (cf. Krifka 1998: 220-4). Likewise, other expressions are quantized, 

and hence yield sentences which are ‘perfective’ in the SAH account but not telic in the sense 

of Vendler (1967) or the AH (e.g. wait 2 hours). Both, however, are bounded in a general sense. 

This shows that the definitions of aspect adopted in the AH and the SAH do not fully overlap 

and moreover certain boundedness phenomena are not captured in either account.  

Additionally, in contrast to the mereological approach which can be applied across 

syntactic levels, telicity has also been treated as a fundamentally spatial property (e.g. Xiao & 

McEnery 2004), such that its primary application is to nominals (only secondarily creating 

boundedness in eventuality structure). This fact prompted Xiao & McEnery to observe that 

‘spatial delimitedness [i.e. of an NP argument] always implies temporal boundedness [a ‘telic’ 

situation type] but the reverse is not true’ (Ibid. 188). This has been illustrated for incremental 

theme predicates like eat a cake (Dowty 1991), in which an endpoint in eventuality structure 

and in the temporal dimension are both derived from spatial delimitedness (i.e. the endpoint of 

the activity arises from the bounded nature of the argument). Having now considered telicity, 

Vendler’s aspectual classification based on the semantics of verb types will be briefly outlined.  

 

2.2. Verb-based aspectual classes 

 

Inherent lexical aspect, central to the Aspect Hypothesis, has as its basis Vendler’s (1967) 

classification of verbs into states, activities, accomplishments and achievements, according to 

their telicity/atelicity, whether they denote a point-in-time or a duration (i.e. are 

punctual/durative) and whether they are dynamic or stative (i.e. whether or not they involve 

change). The four verb types can be summarized as follows (cf. Croft 2009: 6):  
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States: stative, durative and atelic (be American, love) 

Activities: dynamic, durative and atelic (sing, dance) 

Achievements: dynamic, punctual and telic (shatter, discover, reach [the summit]) 

Accomplishments: dynamic, durative and telic (cross [the street], read [the book])  

 

Thus love (stative) and sing (activity) are atelic, with no terminative point, whilst read 

the book (accomplishment) and discover (achievement) are telic, both involving endpoints – 

although differing in that accomplishments are intrinsically durative with a point of completion 

whilst achievements are instantaneous. The classification is limited to verbs, incorporating the 

predicate level mainly to define accomplishments (e.g. run to school, in which the object 

provides an endpoint). This thus assumes that verbs come pre-specified with aspectual features, 

but does not adequately account for the role of arguments and other sentential elements. In the 

next section, we will consider how perfective marking is used in Mandarin against the backdrop 

of differences in aspectual derivation in English and Mandarin. 

 

3. Boundedness marking in English and Mandarin  

 

Aspectual derivation in English and Mandarin will now be contrasted to clarify the influence 

of learners’ L1 upon Mandarin le acquisition, transfer being predicted by the SAH but not by 

the AH (these hypotheses are set out in full in Section 4). 

 

3.1. Parametrized differences in telic eventualities 

 

We focus here on a crucial parameterized difference in the means of deriving telic eventualities, 

namely that English relies mainly upon nominal devices, whilst Mandarin makes greater use of 

verbal devices (cf. the cross-linguistic generalization, stated in Kabakciev 2000: 156 and 

discussion of the distinction in Slabakova 1999). It should be pointed out that despite Mandarin 

sometimes being considered an ‘aspect language’ and English a ‘tense language’ (i.e. without 

grammatical perfective marking) (e.g. Xiao & McEnery 2004: 2), the aspectual function of 

bounding associated with perfective marking is accomplished nominally in English by 

corresponding grammatical devices (e.g. the definite article). 1  In fact, definite/indefinite 

marking and perfective/imperfective marking respectively can be regarded as ‘equivalent 

techniques of quantification in the nominal and verbal domain’ (Leiss 2007: 1), with perfective 

marking creating definiteness and imperfective marking creating indefiniteness. This suggests 

that the task of learners of Mandarin with a nominal-marking L1 (e.g. English) is not the 

acquisition of a new grammatical category, but rather to reset the locus of boundedness marking 

to the verbal domain (something which the learners in this study appeared to achieve; see 

Section 6 and 7). Next, the nature of le as a boundedness marker will be considered. 

 

3.2. Perfective marking in Mandarin 

 

In Mandarin, verbal-le2 is a perfective marker that occurs after the verb and indicates an event 

viewed as a bounded whole, whether ‘temporally, spatially or conceptually’ (Li & Thompson 

1989: 185). On this view, le is therefore distinct from (past) tense. Li & Thompson mention 

                                                 
1 This is connected to the typological generalization that ‘aspect languages [e.g. among others, Mandarin, Russian, 

and the Slavic languages] avoid article systems, and article languages [e.g. English] avoid aspect systems’ (Leiss 

2007: 87). 
2 Hereafter, simply le, since sentence-final le, a marker that denotes a ‘currently relevant state’ (Li & Thompson, 

1989) is not examined in this study. 
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four types of boundedness that typically lead to le usage: quantified events, definite/specific 

events, events in which the verb’s semantics contain a bound (e.g. fall asleep) and events that 

are first in a sequence. Example (1) shows le being triggered by quantification, namely through 

the boundedness arising from the duration adverbial sanshi fenzhong (‘thirty minutes’) which 

bounds the verb in the second instance (whilst the first use of the verb is aspectually neutral): 

 

(1)  Zhangsan zai bowuguan  men kou  deng  Lisi,  deng  le  sanshi  fenzhong 

Zhangsan at museum   door mouth wait  Lisi,  wait  PFV thirty  minute 

‘Zhangsan waited for Lisu at the museum entrance for 30 minutes.’ (Ibid.: 189, 

emphasis added) 

 

Also, the quantification triggering le can be spatial (i.e. material) rather than temporal, 

as (2) below shows: 

 

(2) Ta  chi  le  san   ge  pingguo 
 he  ate  PFV three  CL  apples 

‘He ate 3 apples.’ 

 

In (2) the boundedness arises through a cardinally quantified object NP. This technique for 

deriving telicity (i.e. through object-marking) is used extensively in English, with VP telicity 

mostly being derived in accomplishment and activity predicates through nominal quantizing 

devices that delimit the object and thereby provide an endpoint to the eventuality (cf. Slabakova 

1999).  

Examples (3), (4) and (5) below illustrate the other types of boundedness that Li and 

Thompson say lead to le usage: a definite or specific object, an inherently bounded verb and 

the first event in a sequence (examples from Ibid. 192, 197, 199): 

 

(3) Wo  pengdao   le   Lin Hui 

I    encounter  PFV  Lin Hui 

‘I ran into Lin Hui.’ 

 

(4)  Gaizi diao  le 

lid   fall   PFV 

         ‘The lid fell off.’ 

 

(5)  Ta  kai     le      men,  ni     jiu    jin  qu 

         he   open  PFV  door,   you  then  in  go 

        ‘When he opens the door, you go in.’ 

 

Next, the acquisition of aspect morphology as predicted by the Aspect Hypothesis and the 

Sentential Aspect Hypothesis will be discussed. 

 

4. The acquisition of aspect 

 

In this section the Aspect Hypothesis and the Sentential Aspect Hypothesis will be examined 

more closely, and limitations of the AH discussed to justify the need for a fully compositional 

account that does not stop short at the predicate level. The findings of Sharma & Deo’s (2009) 

study of sentential aspect effects among Hindi learners of English – the methodology of which 

is reflected in the le-insertion task in the present study – will then be discussed. After that, we 
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will consider the role of temporal adverbials, which are excluded from the AH’s lexical aspect 

account but included in the SAH (and central to the present study). 

 

4.1. The Aspect Hypothesis 

 

The claims of the Aspect Hypothesis are shown below (quoted from Andersen & Shirai 1996: 

533), and this study is concerned with claim 1. They are formulated for L1 acquisition, but are 

also argued to hold in L2 acquisition: 

 

1. Children first use past marking (e.g. English) or perfective marking (Chinese, Spanish 

etc.) on achievement and accomplishment verbs, eventually extending its use to activity 

and stative verbs.  

2. In languages that encode the perfective-imperfective distinction, imperfective past 

appears later than perfective past, and imperfective past marking begins with stative 

verbs and activity verbs, then extending to accomplishment and achievement verbs.  

3. In languages that have progressive aspect, progressive marking begins with activity 

verbs, then extends to accomplishment or achievement verbs.  

4. Progressive markers are not incorrectly overextended to stative verbs. 

 

The AH regards the aspectual class of verbs (classified according to Vendler’s (1967) 

four-way categorization) as universally determining the emergence of grammatical aspect 

markers, such that morphological marking appears in a fixed order determined by verb type: 

first on achievement verbs, then on accomplishments, and only thereafter on activity verbs and 

(finally) on stative verbs (cf. Li & Shirai 2000: 50). Grammatical aspect marking is thus posited 

as patterning with lexical aspect (verbs and predicates, represented by Vendler’s four idealized 

situation types). The fact that the AH predicts agreement with lexical aspect, so defined, means 

that other elements that perform aspectual shifts (such as temporal adverbials) are not predicted 

to affect learners’ assignment of aspect markers and do not influence coding. The claims above 

are hypothesized to hold cross-linguistically, precluding L1 transfer and the influence of 

properties of the L2.  

A significant number of SLA studies broadly support the above claims (e.g. for English, 

Bardovi-Harlig et al. 1998; for Spanish, Cadierno 2000), although claim 4 is the most tenuous 

(contradicted, for example, by the occurrence of -ing on stative verbs in Robison 1990). Studies 

on non-European languages are relatively few, but corroborating findings have been found, for 

example, for Japanese (Shirai 1995; Shibata 1999) and Mandarin (e.g. Jin & Hendriks 2005, 

Duff & Li 2002). However, at the same time, other studies have yielded contradictory findings 

(e.g. Dietrich, Klein & Noyau 1995, Salaberry 1999, Rohde 1996, Rocca 2002), whilst others 

provide evidence of transfer (e.g. Slabakova 1999, Laleko 2008, Gabriele 2009) or highlight 

the role of temporal adverbials (e.g. Salaberry 2013), which constrains the universality of the 

AH’s claims. Therefore to move forward it is necessary to more precisely determine how L1/L2 

factors and other sentential elements (e.g. adverbials) delimit the patterning of aspect marking 

with inherent lexical aspect. 

 

4.2. Critiques of the Aspect Hypothesis 

 

This section will briefly discuss three factors that delimit the AH’s universalist claims. These 

are L1 transfer, the internal incoherence of the Vendlerian view of aspect, and its exclusion of 

temporal adverbials (further critiques can be found in Sharma & Deo 2009: 5-6). 

Firstly, the AH’s claims are tempered by findings showing the effects of the L1 upon 

the acquisition of tense/aspect morphology. This has many manifestations, but one example is 
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that because languages differ in where aspectual information is located, where learners initially 

look for aspectual information has been shown to be conditioned by their L1. Thus Slabakova 

(1999) observes that in English, telicity is encoded by the cardinality of nominal arguments 

(e.g. eat cakes is atelic; eat two cakes is telic), but in Slavic a preverb is used (cf. Slabakova 

2005). She found that beginning Slavic learners tended to interpret English telic sentences as 

atelic because they are not sensitive to the object’s cardinality, and so aspect marking reflects 

the absence of a verbal telicity marker. Thus in such cases beginning learners are not sensitive 

to the predicate’s aspectual class (as predicted by the AH) because of L1 transfer.  

Secondly, the AH conflates the inherent aspect of verbs with VP aspect, a confusion 

which stems from Vendler’s original classification. Thus the AH states that ‘learners will 

initially be influenced by the inherent semantic aspect of verbs or predicates in the acquisition 

of tense and aspect markers’ (Andersen & Shirai 1994: 1, emphasis added). But this is 

problematic because these do not always correspond. That is, this prediction does not elucidate 

familiar cases such as the activity verb run which can yield an activity predicate or an 

accomplishment predicate depending on its arguments: run miles (activity; atelic); run a mile 

(accomplishment; telic). A similar situation arises with Mandarin resultative verb compounds 

(RVCs), which combine an activity verb with a resultative complement (a further verb or 

adjective) to yield achievement predicates. In these cases the predicate’s aspectual class differs 

from that of the main verb (e.g. shuo-wan ‘speak-finish’). This approach effectively works 

backwards from the predicate’s aspectual class, which is compositionally derived (e.g. run a 

mile = accomplishment VP and run miles = activity VP), in order to assign individual verbs to 

an aspectual class (or sometimes more than one) and hypothesize that aspect marking agrees 

with these verb types. But this approach is flawed because it misses the compositional nature 

of the aspectual derivation. 

Thirdly, with direct relevance to the present study (and in particular to the le-insertion 

task), the aspectual function of temporal adverbials in acquisition studies calls for closer 

attention (cf. Salaberry 2013: 207), as it appears that they can have a strong influence on 

learners’ selection of aspect markers (cf. Slabakova & Montrul 2008). They emerge before both 

tense and aspect morphology and initially substitute for morphological marking (e.g. Noyau 

2002: 107, Starren 2006). Thereafter, they play a role in aiding the assignment of tense/aspect 

morphology, although tense markers have been the focus of most studies (e.g. Musumeci 1989), 

and relatively few have considered the impact of temporal adverbials on aspect marking. 

Temporal adverbials alter the aspectual class of the base predicate, and it has been found 

that learners are sensitive to these effects. For instance, Salaberry (2013: 210) notes the role of 

duration adverbials in triggering perfective marking in Spanish. Moreover, the learners of 

Spanish in Slabakova & Montrul’s (2008) study demonstrated a strong sensitivity to the 

aspectual effects of completive and duration adverbials. Additionally, in Baker and Quesada’s 

(2009) study, temporal adverbials conditioned learners’ use of preterit and imperfective 

marking, particularly helping intermediate learners to use these aspect markers accurately. 

However, problematically, aspect shifts produced by temporal adverbials are excluded from 

coding in AH studies. Hence Shirai (2013: 298) notes that in both of the following examples 

hid in the attic is an activity predicate i.e. ignoring the fact that at the sentential level (6) is 

temporally bounded whilst (7) can be construed as an achievement because of the punctual 

adverbial: 

 

(6)  He hid in the attic for an hour. 

(7)  He hid in the attic when the sheriff arrived. 

  

The above findings (which corroborate those of the present study) suggest an important 

role for temporal adverbials during the acquisition of aspect and call for a unified account of 
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aspect that incorporates their effects as well as those of the verb and predicate. To that end, the 

next section examines Sharma & Deo’s Sentential Aspect Hypothesis. 

 

4.3. The Sentential Aspect Hypothesis 

 

The Sentential Aspect Hypothesis (2009) attempts to offer a more complete account of the 

acquisition of aspect that incorporates the effects of lexical aspect by positing that learners are 

sensitive to sentential aspectual class (to which the verb and predicate contribute) and that the 

L1 and the L2 also play a role in determining the nature of the emergent system. Thus, the SAH 

claims that, conditioned by the L1, 

 

Learners hypothesize that morphological marking is a form of agreement with the 

aspectual class of the sentential predication (not narrowly with lexical aspect alone) 

(Sharma & Deo 2009: 7). 

 

Sharma & Deo (2009) tested Hindi speakers to see whether they retained sensitivity to 

sentence-level imperfectivity, present in their L1, or whether their acquisition of English was 

guided solely by the aspectual class of the L2 English verbs/predicates (as the AH predicts). In 

Hindi (but not English), all past eventualities must be marked morphologically as perfective or 

imperfective; whilst in English, the past tense marker -ed is compatible with both aspects: I 

lived in Bombay three years ago can denote a bounded, completed eventuality (perfective) or 

one that still holds (unbounded, imperfective) (Ibid. 8). They coded production data for 

predicate and sentential aspect, and it was found that sentential perfectivity was a significantly 

stronger trigger of past tense marking than VP-level telicity.  

Additionally, cases of misalignment between inherent lexical aspect and sentential 

aspect were considered in order to clarify the nature of learners’ aspectual sensitivity. Sharma 

& Deo found that perfective sentences containing atelic predicates overwhelmingly triggered 

past tense marking (84.6%), contrary to the predictions of the AH that aspect marking always 

follows inherent lexical aspect. The AH predicts that past tense marking should be low 

frequency with atelic verbs and predicates, irrespective of subsequent aspectual operations. 

This generally held true, because as (8) below illustrates, sentential aspect is normally the same 

as predicate aspect. However, (9) and (10) show how sentential operators can shift the aspectual 

class from that of the base predicate, here causing a dramatic increase in learners’ use of past 

tense morphology and revealing a sensitivity to sentential aspect rather than VP aspect alone 

(examples all have past time reference and are from Ibid. 18):  

 

(8)  Lexical aspect: Activity Sentential aspect: Imperfective 

a. I work with the French people, no?  

b. I study in Punjab also, I study in Delhi also. Because of moving.  

 

(9)  Lexical aspect: State; Sentential aspect: Imperfective → Perfective  

a. For first 12 year I was there because my father was posted there.  

b. Six months I was there in the kitchen.  

 

(10)  Lexical aspect: Activity; Sentential aspect: Imperfective → Perfective  

a. I worked for 14 years. That’s enough.  

b. So we did the schooling over there and then moved.  

 

The duration adverbials in (9) and (10) (shown in bold) (as well as the second clause in 

(10b)) bound the atelic eventualities, and derive sentences that are quantized (perfective); the 
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increase in past tense marking here is predicted by the SAH but not the AH. Likewise, in 

sentences containing telic predicates, the presence of an imperfectivizing sentential operator 

dramatically reduced past tense marking (to only 13.3%), whereas when the telicity of the VP 

was unmodified by higher operators, past tense marking remained high frequency (75.9%).  

Given the competing claims of the AH and SAH, this study therefore examined how L1 

English learners of Mandarin used the perfective marker le. Our research questions were: 

 

1)  Does learners’ perfective marking pattern with inherent lexical aspect (i.e. to confirm 

the AH) or with sentential aspect (i.e. to confirm the SAH)?  

2)  How does perfective marking show evidence of development over time, measured 

before and after a period spent studying abroad in China? 

 

5. Methodology 

 

A controlled experimental task was combined with longitudinal corpus data to examine how 

L1 English learners of Mandarin used the perfective marker le. The experimental task honed in 

on how two types of temporal adverbials affect perfective marking and the latter free speech 

data provided a window on developmental changes for a specific group of individual learners. 

 

5.1. Le-insertion task 

5.1.1. Participants 

 

Ten English learners of Mandarin (the majority of whom were Chinese language students at 

Newcastle University), completed the le-insertion task, which contained sentences prepared in 

collaboration with a native Chinese speaker. A control group of eight native Mandarin speakers 

provided a baseline for le usage. The learners self-reported their proficiency from beginner to 

low intermediate (with two advanced) and in most cases it was possible to second-check this 

via informal discussion prior to completing the questionnaire. 

 

5.1.2. The task 

 

The aim of both Part One and Two of this task was to test whether the AH or the SAH more 

accurately predicted learners’ perfective marking – namely whether learners’ perfective 

marking patterned with inherent lexical aspect or the final sentential aspectual class. Therefore, 

aspectually mismatched sentences were presented (in a randomized order) to test the effects of 

habitual frequency and duration adverbials respectively. Learners were instructed to decide 

whether the sentences were OK as presented, or whether they should insert le, and tokens of 

the perfective marker were totalled and compared across type (1) and type (2) sentences. 

All sentence pairs presented had past time reference, indicated by a locative time 

adverbial (e.g. shang ge yue ‘last month’) and/or by the simple past tense translation beneath 

each sentence. This eliminated the confounding factor of tense and enabled comparison of 

aspectual effects, because learners may transfer the past tense value to the perfective marker, 

and so be biased against marking non-past tense sentences perfectively (cf. Wen 1995).  

Tokens of le were counted verb-finally only, discounting incorrectly placed tokens (i.e. 

if le was placed sentence-finally rather than verb-finally, this was not counted, because 

sentence-final le is often regarded as a distinct morpheme denoting a ‘currently relevant state’ 

(Li & Thompson, 1989: 296) and is not studied in this paper. Where le was simultaneously 

verb-final and sentence-final (due to the verb being sentence-final), following Li and 

Thompson’s criteria these tokens were counted because in this case they unambiguously 

denoted a perfective event (due to the simple past tense English translation provided beneath 
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the test sentences). Examples of the sentences used are included below for both parts of the le 

insertion test (and the full list is provided in appendix B).3 
 

5.1.3. Part one: imperfectivizing adverbials 
 

In Part One, sentence pairs containing telic verbs were presented, with and without a habitual 

frequency adverbial (e.g. meitian ‘everyday’) that modifies the sentential aspectual class from 

that of the telic verb and yields an imperfective sentence.4 This is a stative mapping (deriving 

sentences with divisive and cumulative reference from quantized VPs). In each pair, sentence 

(1) was telic at the level of the lexical verb and the sentence level (because no further operators 

apply), and so these sentences are predicted to trigger perfective marking according to both the 

Aspect Hypothesis (AH) and the Sentential Aspect Hypothesis (SAH). These cases provide a 

baseline value for learners’ use of the perfective marker with these verbs. Sentence (2) contains 

the same telic verb but is imperfective at the sentence level through the addition of a habitual 

temporal adverbial, which leads to perfective marking being predicted by the AH but not by the 

SAH in these cases. The AH predicts no difference in the use of perfective marking between 

these sentence types, because only lexical aspect is considered relevant, whilst the SAH predicts 

a difference based on their differing sentential aspectual classes. The examples below illustrate 

the different sentence types: 
 

(1)  Lexical aspect (telic) = sentential aspect (perfective) 

Shang  ge  yue   wo  dapo   yi  ge  beizi 

last   CL  month  I   break  one CL  glass 

‘Last month I broke a glass.’ 

(2)  Lexical aspect (telic)  sentential aspect (imperfective) 

Shang  ge  yue   wo  meitian   dapo   yi  ge  beizi 

last   CL  month  I   everyday  break  one CL  glass 

‘Last month I broke a glass everyday.’ 

 

(1)   Lexical aspect (telic) = sentential aspect (perfective) 

Ta  dasi  yi  tiao chongzi  

he  kill   one CL  insect   

‘He killed an insect.’ 

 

 

 

                                                 
3 Since completing this study, it has come to our attention that some native speakers do not find some of the 

sentences used in the le-insertion task to be fully natural. This is partly due to the existence of real variation in 

native speakers’ grammaticality judgements, but can also be attributed to the fact that the sentences were presented 

in isolation without the context of a following clause (e.g. the sentence, ta shangci deng ni ‘Last time he waited 

for you’, would be more natural with a following clause i.e. ta shangci deng ni, zheci ye hui deng ni ‘Last time he 

waited for you, and this time he will also wait for you’). However, by presenting the sentences in isolation, we 

removed the confounding factor of the aspectual effect of a following clause, which is crucial because in Sharma 

& Deo’s (2009) account these are regarded as aspectual operators cf. Section 4.3 example (10b). We also note that 

the learners who completed the task did not show any awareness of this unnaturalness (the majority being 

beginners/low intermediate level), and so this is unlikely to have influenced their le usage. The results therefore 

remain valid concerning the conditioning effect of sentential aspectual class on le marking in learners’ 

interlanguage. 
4  The terms perfective and imperfective are used here to describe the sentential aspectual class, whilst telic and 

atelic are reserved for the lexical aspectual class, following Sharma & Deo (2009). Both telic and perfective denote 

quantized predications, whilst atelic and imperfective denote homogeneous predications (cf. discussion of these 

terms in Section 1.1).  
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(2)  Lexical aspect (telic)  sentential aspect (imperfective) 

Ta  meizhou   dasi  yi  tiao  chongzi 

he  every week  kill   one CL   insect 

‘Every week he killed an insect.’  

 
5.1.4. Part two: perfectivizing adverbials 

 

In Part Two, the type (1) sentences are atelic at the lexical level and this is unaltered by higher 

aspectual operators, whilst the type (2) sentences are atelic at the lexical level but perfective at 

the sentential level through the addition of a duration adverbial, which acts as a perfectivizing 

operator by providing a temporal bound (cf. Moens 1987, de Swart 1998: 357).5 As in Part One, 

the type (1) sentences provide a baseline value for perfective marking, this time with stative 

verbs. Neither the AH nor the SAH predict perfective marking in these cases because they are 

atelic at the lexical level and imperfective at the sentential level. However, the type (2) 

sentences yield contrasting predictions. The AH predicts perfective marking with neither 

sentence type, because both contain atelic verbs and perfective marking is hypothesized to be 

conditioned solely by the lexical aspectual class. However, the SAH predicts that perfective 

marking will occur in the type (2) sentences because they are sententially perfective due to the 

temporal bound.   

 

(1)  Lexical aspect (atelic) = sentential aspect (imperfective) 

Qunian  ta  zai  nali  zhu  

last year  he  at  there  live 

‘Last year he lived there.’ 

 

(2)  Lexical aspect (atelic)  sentential aspect (perfective) 

Qunian  ta  zai  nali  zhu liang  ge  yue  

last year  he  at  there  live two  CL  months 

‘Last year he lived there for 2 months.’ 

 

(1)  Lexical aspect (atelic) = sentential aspect (imperfective) 

  Shangci  ta zhan  zai  nar  

last time  he stand  at  there 

‘Last time he stood there.’ 

 

(2)  Lexical aspect (atelic)  sentential aspect (perfective) 

Shangci  ta zai  nar   zhan  ji     ge  xiaoshi  

last time  he at  there   sat   several  CL  hour 

‘He stood there for several hours.’ 

 

The next section presents the methodology for the corpus component of the study. 

 

 

 

 

                                                 
5 These sentences can be seen to contain atelic verbs because the lexical aspect approach uses compatibility with 

duration adverbials as a test for atelic verbs (Vendler 1967: 101); the subsequent quantizing mapping performed 

by the duration adverbial is itself ignored by the AH (Andersen & Shirai 1996: 530-1; also see Section 4), but is 

incorporated into the SAH account. 
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5.2. Corpus data 

5.2.1. Participants 

 

Longitudinal oral corpus data was collected from eight ab initio English learners of Mandarin 

on a full-time Chinese language course at Newcastle University; at the first time of testing 

(Time One) they had completed two years of their course and were intermediate level or below 

(approximating to A2-B1 level in the CEFR). 

 

5.2.2. Data collection 

 

Learners took a ten-minute oral exam at the end of their second year, repeated at the start of 

their fourth year of study, involving four tasks, conducted one-to-one with their Chinese 

teacher; the exam data were collected before and after their Study Abroad year in China, 

providing a longitudinal set of data to enable developmental comparison between Time One 

and Time Two following immersion in the target language country. The tasks included a 

planned talk about everyday activities, an unplanned picture description task, a planned role-

play and an open discussion about life in China. These conversations were recorded and 

transcribed by a native speaker using the CLAN (Computerized Language Analysis) software 

program. 

 

5.2.3. Data analysis 

 

Utterances containing the perfective marker le were coded for inherent lexical aspect 

(achievement, accomplishment, activity and state) using standard diagnostic tests adapted for 

Mandarin by Chen & Shirai (2010) (reproduced in Appendix A) and as sententially perfective 

or imperfective (quantized or non-quantized) (following Sharma & Deo, 2009). Uses of le not 

encoding perfectivity were excluded (47 tokens); for example, learners made extensive use of 

le as a mood marker (e.g. tai gui le ‘too expensive!’, hao le ‘good!’, cuo le ‘wrong!’, hao duo 

le ‘a lot better!’, jiu hao le ‘then it’s better!’) and in formulaic chunks with a frozen meaning 

(e.g. wei le ‘for’, chu le ‘apart from’, zenme le ‘what’s wrong?’).  

Next, the results will be presented for each part of the study outlined above, beginning 

with the le-insertion task. 

 

6. Results 

6.1. Le-insertion task 

6.1.1. Part one: imperfectivizing adverbials 

 

From the results of Part One of the le-insertion task (and in Part Two below), we can see the 

difference in the rate of perfective marking between type (1) sentences, which contain no 

temporal adverbial, and type (2) sentences, which contain a temporal adverbial (see Sections 

5.1.3-4 above).  

 

Table 1. Learner perfective marking with and without habitual frequency adverbials 

 

Context Rate of le marking 

(1) No habitual frequency adverbial 57.5% 

(2) Habitual frequency adverbial 17.5% 
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Table 2. Control group perfective marking with and without habitual frequency 

adverbials 

 

Context Rate of le marking 

(1) No habitual frequency adverbial 75.0% 

(2) Habitual frequency adverbial 6.0% 

 

The AH predicts no difference in the rate of perfective marking between these sentence 

types because the lexical aspectual class, predicted to determine learners’ assignment of 

grammatical aspect markers, remains telic in each case. However, as Table 1 shows, learners 

demonstrated a strong sensitivity to the stative mapping effected by the habitual frequency 

adverbials meitian (‘everyday’), tiantian (‘everyday’) and meizhou (‘every week’). The 

presence of these operators strongly precluded perfective marking, despite the telicity of the 

verb, in line with the predictions of the SAH but contrary to the predictions of the AH.  

Sentences of type (1), which are telic at the lexical level and perfective at the sentence-

level (i.e. lexical aspect was not modified by a higher operator) triggered perfective marking, 

as predicted by both accounts: le was used in 57.5% of cases. However, when a habitual 

adverbial was added in the type (2) sentences, perfective marking fell to only 17.5%. This 

demonstrates the incompleteness of the AH account because it shows that learners’ aspect 

marking is strongly influenced by operators beyond inherent lexical aspect. That is, in the type 

(2) sentences, where VP aspect differs from sentential aspect, learners’ perfective marking 

reflects the final sentential aspectual class and not that of the verbal predicate. Learners show 

sensitivity to the aspectual mapping performed by habitual sentence adverbials, with the low 

rate of perfective marking reflecting the imperfectivity of the sentence despite the telicity of the 

verbal predicate.  

As Table 2 shows, native Mandarin speakers almost did not use le at all (a rate of 6%) 

in imperfective sentences, despite the fact that these sentences contain telic verbs (e.g. 

resultative verb compounds). Learners’ rate of perfective marking here is also low (only 

17.5%), revealing an almost native-like knowledge of the impermissibility of perfective 

marking in imperfective sentences, despite their L1 (English) lacking grammatical perfective 

marking (cf. discussion in Section 3.1).  

 

6.1.2. Part two: perfectivizing adverbials 

 

Table 3. Learner perfective marking with and without duration adverbials 

 

Context Rate of le marking 

(1) No duration adverbial 28% 

(2) Duration adverbial 48% 

 

Table 4. Control group perfective marking with and without duration adverbials 

 

Context Rate of le marking 

(1) No duration adverbial 10.0% 

(2) Duration adverbial 92.5% 
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The results for the aspectually mismatched sentences in Part Two corroborate the above 

findings, showing this time that learners are sensitive to the perfectivizing mapping performed 

by duration adverbials. In the baseline type (1) sentences (atelic at the lexical level and 

sententially imperfective due to the absence of higher operators), learners used the perfective 

marker in a minority of cases (28%). Both hypotheses predict a low rate of perfective marking 

in these cases. However, learners’ rate of perfective marking increased to 48% in the type (2) 

sentences which contain a duration adverbial (i.e. atelic at the level of inherent lexical aspect 

but perfective at the sentence-level), showing that perfective marking is substantially influenced 

by sentential aspect.  

Overall, learners’ sensitivity to the aspectual mappings performed by temporal 

adverbials resemble, to a fair extent, that of native speakers. Their relatively greater use of 

perfective marking with duration adverbials (48%) in Part Two (compared to 28% without), 

irrespective of the unchanged atelic (stative) lexical aspectual class, corresponds to the even 

more decisive increase in the use of le by the control group when a duration adverbial is present 

(from 10% to 92.5%).   

 

6.2. Corpus data 

 

The results from the corpus data at Time One – namely that perfective marking occurs more 

with activity verbs than achievement/accomplishment verbs (a rate of 54.5% compared to 

36.3% and 9% respectively) – are contrary to the predictions of the AH, which predicts the 

occurrence of perfective marking first on achievement and accomplishment verbs, and only 

afterwards on activity and stative verbs. 

 

Table 5. Patterning of perfective marking with inherent lexical aspect 

 

Lexical aspect Time 1 Time 2 Total 

ACH 36.3% (4) 83.3% (15) 65.5% (19) 

ACC 9% (1) 0% 3.4% (1) 

ACT 54.5% (6) 11.1% (2) 27.6% (8) 

STA 0% 5.6% (1) 3.4% (1) 

Total 11 18 29 

Note: The parentheses show the token frequency. ACH = achievement; ACC = accomplishment; 

ACT = activity; STA = state. 

 

Table 6. Patterning of perfective marking with sentential aspectual class 
 

Sentential aspect Time 1 Time 2 Total 

Perfective 100% (11) 94.4% (17) 96.6% (28) 

Imperfective 0% 5.6% (1) 3.4% (1) 

 

However, these instances of perfective marking on activity verbs are predicted by the 

SAH account: despite their inherent lexical aspect being atelic, the derived aspectual class of 

these sentences is perfective because of the quantizing bound provided by duration adverbials. 
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The tokens of le on activity verbs at Time One all occurred in sentences with the following 

structure (either with the verb xue ‘study’ or zuo ‘do/make’): 

 

(17)  wo  xue  zhongwen  xue  le  san  nian  

  I   study Chinese   study PFV three year 

‘I studied Chinese for three years.’ 

 

Learners used the verb copying construction, in which the verb occurs again before the 

duration adverbial (shown in bold). Here the inherent lexical aspect of xue zhongwen (‘study 

Chinese’) is atelic, and so perfective marking is not predicted by the AH. However, the bound 

provided by the duration adverbial directly triggers the perfective marker in these instances (cf. 

Li & Thompson 1989: 189) in the same way that it does in sentences without verb copying (e.g. 

wo xue le san nian ‘I studied for three years’). Therefore in these instances learners’ perfective 

marking, like that of native speakers, is directly conditioned by aspectual operators beyond 

lexical aspect.  

Likewise, at Time Two, the patterning of perfective marking with the final (sentential) 

aspectual derivation rather than inherent lexical aspect in mismatched cases is also apparent. 

Thus, the occurrence of le with the stative predicate zhu nabian ‘live there’ is not predicted by 

the AH, but it is predicted by the SAH because the duration adverbial shi ge yue ‘10 months’ 

provides a bound that perfectivizes the sentence:   

 

(18)  Wo zhu  le   nabian  shi  ge  yue6 

    I   live  PFV  there   ten  CL  month 

         ‘I lived there for 10 months.’ 

 

Hence, across Time One and Two, the corpus data uniformly supports the results of the 

le-insertion task in showing that in mismatched cases, learners assign the perfective marker 

according to the final aspectual derivation of the sentence, rather than inherent lexical aspect. 

Overall, considering all tokens, le marking patterns with sentential perfectivity at a rate of 

96.6%, compared to patterning with lexical telicity (achievement and accomplishment 

predicates) at a rate of 68.9%.7 This supports the proposal of the SAH that – whilst inherent 

lexical aspect does substantially condition perfective marking – nevertheless agreement with 

inherent lexical aspect is subsumed within sentential agreement. That is, all cases of agreement 

with inherent lexical aspect also entail agreement with sentential aspect, but the converse is not 

true. In a significant minority of cases (7/29 tokens in this data, or 24.1%), inherent lexical 

aspect differs from sentential aspect because of subsequent mappings performed by temporal 

adverbials, and in these cases perfective marking always patterns with the final (sentential) 

aspectual derivation.  

Additionally, certain semantically conditioned patternings are also evident. For 

instance, by Time Two, the perfective marker particularly patterned with a subtype of 

achievement verbs, resultative verb compounds (RVCs) – an association that has been found in 

a number of previous studies (e.g. Wen 1995, Fan 2005, Ma 2006). Every occurrence of a RVC 

(in which a verb or adjective follows an atelic verb to indicate the resultant state) triggered 

perfective marking, constituting one third (5/15) of achievement verbs marked with le at Time 

Two. Learners used a range of resultative complements to derive telic predicates from atelic 

                                                 
6 Note that, as pointed out by a reviewer, this example from a learner contains an error. The correct sentence would 

be wo zai nabian zhu le shi ge yue (i.e. with the location adverbial nabian preceding the verb, and introduced by 

the preposition zai ‘at’).  
7 With regard to the small drop in le usage across Time One and Two from 100% to 94.4%, this is assumed to be 

statistically insignificant.  



Bell & Wright   Perfective marking in L2 Mandarin 

16 

 

lexical verbs (e.g. shuo-wan ‘speak-finish’, kan-dao ‘look-see’, chi-huai ‘eat-sick’), showing 

the productivity of such complements as perfectivizing operators (performing a process  

event mapping). This supports Wen’s findings (1995, 1997) which showed that the resultative 

verb complement wan ‘finished’ consistently triggered perfective marking even where only 

optional, as well as Ma’s results (2006: 103), also for intermediate learners, in which RVCs 

substantially triggered perfective le (along with cardinally quantified eventualities). In the 

following discussion it will be suggested that the use of le with all RVCs (combined with the 

overuse found in previous studies) suggests that learners’ perfective marking is conditioned by 

the prototypicality of the derived telos, which encodes a stronger notion of result/completion 

with RVCs than other achievement verbs.  

 

7. Discussion 

 

Our research questions examined evidence in two types of data (experimental and longitudinal 

oral corpora) to see if le usage by learners of Mandarin showed the patterning predicted by the 

AH or by the SAH, and if any changes were evident over time. The results of Part One and Two 

of the le-insertion task, in which sentences were presented containing aspectual mismatches 

between inherent lexical aspect and sentential aspect, show that learners were not constrained 

by lexical aspect alone when assigning perfective marking (as predicted by the AH), but 

consistently attend to the derived sentential aspectual class (following the SAH). This was 

shown using a range of sentence-level temporal adverbials that perform aspectual mappings in 

both directions: deriving imperfective sentences from telic predicates and perfective sentences 

from atelic predicates.  

In particular, the strong aspectual effect of habitual frequency adverbials was found to 

condition perfective marking despite a very high degree of telicity at the predicate-level. In Part 

One, the telic VPs presented were composed of achievement verbs – predicted by the lexical 

aspect account to be the verb type that most strongly triggers perfective marking. Moreover 

resultative verb compounds were included in the test sentences, which as well as being 

achievement ‘verbs’ (cf. Chang 2013: 13), particularly trigger perfective marking among L2 

learners (e.g. Wen 1995, 1997). However, despite the strength of verbal telicity, learners still 

overwhelmingly ignored inherent lexical aspect and their non-use of perfective marking was 

conditioned by the derived atelic sentential aspectual class.  

These results (the rate of perfective marking being 40% lower with habitual adverbials 

and 20% higher with duration adverbials) confirm the the sentential aspect hypothesis for an 

L1 without verbal perfective marking, pointing towards a sensitivity to sentential aspect even 

in the absence of direct L1 transfer. Sharma & Deo (2009) suggested that sensitivity to 

sentential aspect may be constrained to learners with positive L1 transfer, concluding that 

verbal morphology in Indian English is sensitive to sentence-level perfectivity and 

imperfectivity because this is marked overtly in Hindi. However, in this study, speakers of 

English – which lacks verbal perfective morphology – nevertheless assigned L2 perfective 

markers according to sentential aspect. This sensitivity may be partly due to the interlingual 

equivalence of temporal adverbials, which perform the same perfective  imperfective 

mappings (or vice versa) in both languages, and which learners can therefore use to accurately 

trigger perfective marking. However, it is important to remember that although English lacks 

verbal perfective marking, it is not the case that English is without devices that mark 

boundedness. As was noted in Section 3, these are simply concentrated in the nominal rather 

than the verbal domain, and so learners may benefit from indirect L1 transfer when acquiring 

perfective marking.   

Perfective marking in the corpus data also patterned strongly with specific (cardinally 

quantified) bounds. Overall, 38% of tokens of le (11/29) occurred with quantified bounds, and 
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90.1% (10/11) of these were specific (i.e. cardinally quantified) bounds; only one was vague 

(hen duo shijian ‘a long time’).  

Moreover, this patterning was particularly clear at Time One (when 72.7% of perfective 

marking (8/11 tokens) occurred with quantified objects/duration adverbials, all but one of 

which was cardinally as opposed to vaguely quantified). Accordingly, a development is evident 

from nominal means of deriving telic eventualities at Time One to verbal means (e.g. resultative 

verb compounds) at Time Two.  

Over one third (34.5%) of learners’ total le usage was triggered by cardinal 

quantification, either of duration adverbials or objects, and this same triggering role is 

discernable in other Mandarin studies. Thus Duff & Li (2002: 443) found that cardinally 

quantified bounds were the dominating context for accurate suppliance of le in their written 

editing task, whilst in Ma’s (2006: 104) production data, cardinal quantification of frequency 

adverbials was one of the main triggers of perfective le from intermediate level. As noted above, 

cardinal quantification triggers perfective marking because English does not mark the 

perfective aspect verbally, so boundedness is often derived nominally and learners initially 

transfer their L1 technique for deriving telic VPs to the L2 (cf. Slabakova 1999). That is, in 

English most activity/accomplishment predicates are made telic through quantization of the 

object, by which the eventuality is delimited (Slabakoba 2005: 64). Thus it is unsurprising that 

learners make extensive use of this means of telicizing predicates in the L2.  

The other notable trigger of perfective marking, resultative verb compounds, can be 

explained using a prototype-based model of telicity (cf. Andersen & Shirai 1994: 146) in terms 

of their greater prototypicality compared with other telic verbs. As well as simply containing a 

temporal endpoint, RVCs entail the successful completion of the activity, such that a subsequent 

(resultative) state/phase is initiated – indicated by the resultative complement (e.g. zuo wan ‘do-

finish’) (cf. Xiao & McEnery 2004: 61).  

 

8. Conclusion 

 

In conclusion, this study has demonstrated the incompleteness of the AH account in that 

learners’ perfective marking patterns with the final derived aspectual class of the sentence and 

not inherent lexical aspect, where mismatches occur through the aspectual shifts caused by 

temporal adverbials. Moreover, the experimental and corpus data converge to show that from 

the early stages of the emergence of perfective le, its use or non-use is directly determined by 

duration and habitual frequency adverbials, which override inherent lexical aspect and yield 

perfective and imperfective sentences respectively. These results support the SAH’s claim that 

learners’ aspect marking agrees with the final sentential aspectual derivation rather than 

exclusively with lexical aspect (which underdetermines the eventuality’s aspectual class).  

Additionally, the patterning of interlanguage perfective marking was subject to L1 

influence, a possibility excluded from the AH’s universal template of morphology to verb type 

mappings. Transfer from English was identified in learners’ progression from, at Time One in 

the corpus data, an extensive reliance on object-marking to derive telic eventualities from 

activity verbs – a strategy used in their L1 – to the L2 strategy of using verb-marking at Time 

Two (supporting similar findings by Slabakova 1999, 2005).  

Here, learners who did not directly benefit from positive transfer (i.e. their L1, English, 

does not contain grammatical perfective marking in the verbal domain) nevertheless adopted 

the sentential aspectual class as the determining factor in their assignment and non-assignment 

of the L2 perfective marker. This reliance on sentential aspect is likely to be substantially due 

to cognitive and linguistic universals, including the cross-linguistic (semantic) equivalence of 

temporal adverbials. It remains to be seen, though, how far the manipulation of temporal 

adverbials as a bootstrapping device from the early stages of the acquisition process may be a 
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learning strategy characteristic of L2 rather than L1 acquisition, as well as how far devices 

beyond the verbal predicate condition L2 aspectual marking for other aspect markers across 

other language pairings. 
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Appendix A: Operational Tests  

(quoted from Chen and Shirai 2010) 

 
Predicates are indicated in bold italics. 

 

Step 1: State or nonstate (nondynamic vs. dynamic) 

 

The verb (or verb phrase) cannot have a habitual interpretation without any aspect marker 

attached, can it? 

If it cannot → state (e.g., Wo ai ni ‘I love you’→ no habitual reading) 

If it can → nonstate (e.g., Wo tiantian chi mifan ‘I every day eat rice’ (I eat rice every day) → 

habitual reading possible) → Go to Step 2 

 

Step 2: Punctual or durative 

 

[If test (a) does not apply, apply test (b)] 

(a) Can you say ‘X kaishi VP’ (= ‘X begin to VP’) without an iterative interpretation? 

— If you cannot → Achievement (e.g. #Ta kaishi si ‘he begins to die’) → Go to step 4. 

— If you can → Accomplishment (e.g. Ta kaishi xie yi feng xin ‘he begins to write a 

letter’) or Activity (e.g., Ta kaishi paobu ‘he begins to run’) → Go to Step 3 

(b) Can you say ‘X will VP at Y o’clock (e.g. 2 o’clock) sharp’? 

— If you can → Achievement (e.g. Huiyi hui zai 2 dian zheng kaishi ‘Lit: meeting will 

at 2 o’clock sharp begin’ (The meeting will begin at 2 o’clock sharp) → Go to step 4 

If you cannot → Accomplishment or Activity → Go to Step 3 

 

Step 3: Accomplishment or Activity/semelfactive (Telic vs. atelic) 

 

[If test (a) does not apply, apply test (b)] 

(a) Can ‘X chadianr VP le’ (= ‘X almost VP le’) mean ‘X started V but did not complete 

it’? 

— If it can → Accomplishment (e.g. Ta chadianr pao dao xuexiao le ‘Lit: he almost run 

arrive school le’ (he almost ran to the school) can mean that he started running but he 

didn’t reach the school). 

— If it cannot → Activity or semelfactive (e.g. Ta chadianr pao le bu ‘he almost ran le’ 

(he almost ran) can only be interpreted as he almost started running) → Go to Step 4. 

 (b) Can you say ‘X will VP for Y time’ (e.g., 10 min)? 

— If you can → Activity (e.g., Ta hui zuo 10 fenzhong ‘he will sit for 10 minutes’) or 

semelfactive (Ta kesou le 10 fenzhong ‘he coughed for 10 minutes’). 

— If you cannot → Accomplishment (e.g. #Ta pao dao xuexiao 10 fenzhong ‘he run 

arrive school 10 minutes’ (#He ran to school for 10 minutes) → Go to Step 4. 

 

Step 4: Achievement or Semelfactive 

 

Can you say ‘X zai VP’ with iterative/repetitive (i.e. iteration on one occasion. Not 

habitual) interpretation? 

— If you can → Semelfactive (e.g. Ta zai kesou ‘he zai cough’ [he is coughing]) 

If you cannot → Achievement (e.g. #Ta zai si ‘he zai die’) 
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Appendix B: Test Sentences 

Habitual frequency adverbials 

 

(1)  Shang  ge  yue   wo  dapo   yi  ge  beizi 

last   CL  month  I   broke  one CL  glass 

‘Last month I broke a glass.’ 

 

(2) Shang  ge  yue   wo  meitian   dapo   yi     ge  beizi 

last   CL  month  I   everyday  broke    one CL  glass 

‘Last month I broke a glass everyday.’ 

 

(1)  Shang  ge  xingqi  wo  dao  chaoshi 

      last   CL  week   I   went  supermarket 

     ‘I went to the supermarket last week’ 

 

(2)  Tiantian   wo  dou   dao  chaoshi 

everyday  I   always  went  supermarket 

‘I went to the supermarket everyday.’ 

 

(1)  Ta  dasi  yi  tiao  chongzi  

he   kill     one CL   insect   

‘He killed an insect.’ 

 

(2)  Ta  meizhou   dasi   yi      tiao  chongzi 

he  every week  kill   one  CL   insect 

‘Every week he killed an insect.’  

 

(1)  Shang  ge  xingqi  wo  diu   wode qianbao 

      last   CL  week   I   lost  my   wallet 

     ‘Last week I lost my wallet.’ 

 

(2)  Shang  ge  yue   wode haizi  meizhou   diu  tade  wanju 

    last   CL  month  my   child  every week lost his     toy 

‘Last month my child lost his toy every week’ 

 

Duration adverbials 

 

(1)  Ta  zai  nar   zuo 

he  at  there  sit   

‘He sat there.’ 

 

(2)  Ta  zai  nar   zuo  ji     ge  xiaoshi  

he  at  there  sit   several   CL  hour 

‘He sat there for several hours.’ 

 

(1)  Shangci  ta zhan  zai  nar  

last time  he stand  at  there 

‘Last time he stood there.’ 
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(2) Shangci  ta  zai  nar   zhan  ji     ge    xiaoshi  

last time  he  at  there  stood several  CL  hour 

‘Last time he stood there for several hours.’ 

 

(1)  Qunian  ta  zai  nali  zhu  

last year  he  at  there  live 

‘Last year he lived there.’ 

 

(2) Qunian  ta  zai  nali  zhu  liang  ge   yue  

last year  he  at  there  live  two  CL  month 

‘Last year he lived there for 2 months’ 

 

(1)  Ta  shangci  deng  ni  

he  last time  wait  you 

‘Last time he waited for you.’ 

 

(2)  Shangci  ta  deng  ni  yi huir  

last time  he   wait   you  a  while 

‘Last time he waited for you for a while.' 

 

(1) Ta  zai  chuang shang  tang  

he  at  bed   on    lie 

‘He lay on the bed.’ 

 

(2)  Ta  zai  chuang  shang  tang   yi huir 

he  at  bed    on    lie      a   while 

‘He lay on the bed for a while.’ 
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CROSS-LINGUISTIC DIFFERENCES BETWEEN ENGLISH AND JAPANESE IN 

MONOLOGUES: IMPLICATIONS FROM A MICRO-LEVEL BIDIRECTIONAL 

ANALYSIS OF L1-L2 DESCRIPTIONS IN SPEECH AND GESTURE-IN-TALK* 

 

KAZUKI HATA 

(Newcastle University) 

 

 

Abstract 

 

The present study conducts a cross-linguistic bidirectional analysis of gesture-in-talk with 

English and Japanese speech as both L1 and L2. The discussion is based on a micro-level 

qualitative analysis without recourse to statistical perspectives, which is rare in recent 

bidirectional cross-linguistic gesture studies. In this study, 24 speakers participated in a story-

narrative task: 6 monolinguals as L1 speakers of each language and 12 bilinguals. As 

consistently reported in recent work on gesture studies, the results highlight the high degree of 

semantic synchrony of gestures with accompanying speech units that encode the same type of 

information simultaneously. These patterns were recognised in all analysed language groups, 

regardless of the language. The data considered here, however, also demonstrates that the 

speakers possess different semantic conceptions regarding the meaning of the motion verb 

climb and its Japanese equivalent noboru ‘climb (up)’, making it difficult to conduct an 

equivalent comparative analysis of speech production in L1 and L2. Thus although the present 

case study supports the recent findings in the literature regarding the semantic synchrony and 

uniformity of gestural shapes, it also reveals that the effect of inequivalent semantic variation 

should be taken into account during cross-linguistic investigation of the speech-gesture 

relationship in speakers’ descriptions of motion events. 

 

1. Introduction 

 

The present study investigates the use of speech and the use of iconic gestures (henceforth, 

iconics; McNeill 1992) in two target languages, English and Japanese, occurring in story-

narrative tasks. The primary research question is whether idiosyncratic variation and 

preferences affect the use of verbal and gestural expressions by monolingual and bilingual 

speakers in each target language, and if so, to what extent. Here, it is worth emphasising that 

the present study considers the expression of manner or path information in speech and gesture, 

in connection with the effect of semantic variation of specific word forms, via a micro-level 

analysis with no recourse to statistical perspectives. This micro-level analytic investigation 

suggests that it is arguably necessary to focus on the semantic concepts in speakers’ minds as 

some words in one language represent semantic information in a different way from their 

translation equivalents in other languages (Brown & Gullberg 2011: 91). The study design is 

fully experimental, video-recorded and task-oriented, and therefore, results in the present study 

may not be comparable to those from natural speech contexts (see Garfinkel 1996: 11, ten Have 

1999: 48-49). 

 

                                                 
* The initial version of the paper was presented at the Second Asian and European Linguistic Conference (AE-

LINK 2) held on the 5th-6th December in 2014. Foremost, I would like to express my sincere gratitude to my 

supervisor Dawn Knight for her continuous support of my MA research. I appreciate all the participants who 

willingly donated their valuable time for the experiment, and the anonymous annotators for their great 

contributions. My appreciation also goes to the reviewers at Newcastle and Northumbria Working Papers in 

Linguistics (NNWPL) for their comments and suggestions, which improved the quality of the paper. 
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2. Background 

 

The term ‘gesture-in-talk’ (i.e. ‘gesticulation’; henceforth, ‘gesture’) is defined as embodied 

movements with communicative roles, which are systematically intertwined with spoken words 

by encoding the semantically and/or pragmatically parallel message (Kendon 1980, 1996, 2004, 

McNeill 1992). This suggests that gestural expressions are neither just co-productions of speech 

nor simple translations of utterances (McNeill 1992: 105). They can be seen as tightly 

synchronised symbolic signals co-expressed with speech to relay messages that are not ready-

made for spoken forms of language (McNeill 1985: 360, Clark & Krych 2004: 78, Holler and 

Beattie 2004: 67, Wilcox 2004: 525). Maintaining this, the major difference is that utterances 

in spoken language generate a meaning by linguistic items as a ‘constructed unit’, but gesture 

depicts a complete picture without a strictly obligatory construction process, thus working as a 

‘presentational unit’ (McNeill 1992: 21, Kendon 1994: 49). 

Recent findings about gestural functions in L1 and L2 shed light on cross-linguistic 

variation regarding encoded messages in speech and gesture and patterns of use. In studies 

based on story-narrative tasks, a key consideration is often the speaker’s pattern of encoding 

information about manner and path in speech and gesture to describe the target motion events 

in the stimulus. According to Talmy (1985), expressions of manner vary among different 

languages depending on how path information for motions is encoded. Consider the following 

examples (1)-(2): 

 

(1) a. I twisted the cork into the bottle. 

b. I twisted the cork out of the bottle.                                                       (Talmy 1985: 72) 

 

(2) booru-ga saka-wo korogatte iku 

ball       hill      roll        go 

‘The ball goes rolling on the hill’                                    (Brown & Gullberg 2008: 228) 

 

English is classified as a satellite-framed language, which usually encodes trajectory in a 

combination of satellites, that is, ‘certain immediate constituents of a verb root’ (Talmy 1985: 

102, 1991). Thus, the main verb might not be affected by the expression of path information, 

as in (1a) and (1b). On the other hand, verb-framed languages like Japanese express path 

information in the main verb, as in (2). In the latter case, manner information could be expressed 

in either a subordinated verb or adverbial, or it is omitted altogether (Talmy 1985, Slobin 2004a, 

2004b). 

Although the literature shows cross-linguistic variation between satellite-framed and 

verb-framed languages, one source reports that iconics, a type of representational gesture 

performed in talk, demonstrate a high degree of uniformity with regard to gestural shapes, 

despite considerable differences between spoken languages (McNeill 1992: 221-222, see the 

following section for the semiotic features of iconics). This claim can be explained by the 

Growth Point theory (GP) following Vygotsky (1986), which holds that speakers’ minimal idea 

units can develop from an image into ‘a complex structure in which both the gestures and the 

linguistic structure are integral parts’ (McNeill 1992: 29-30). If the GP is a starting point of 

thought coming from a presupposed background, it should only exhibit slight variation from 

language to language. However, if different languages encourage different ways of thinking 

(Slobin 1991: 23), there must be room to suggest that gesture will also vary across languages. 

In fact, later studies report cross-linguistic variation regarding the use of iconics across different 

languages (Kita 2000, McNeill & Duncan 2000). Specifically, Kita and Özyürek (2003) found 

that gestures depicted spatial details that might not be expressed in the accompanying speech 

of some languages due to inequivalent lexical entries to describe the specific motion event. For 
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example, there is a lack of linguistic resources to express the swing-across motion in Japanese, 

which leads to difficulty in articulating arc movement. English uses one clause to express 

manner and path, whereas Japanese and Turkish tend to use two or more. Given this, Kita and 

Özyürek propose ‘the Interface Hypothesis’, based on GP theory, claiming that gestures arise 

from an interface representation between speaking and spatial thinking, which is information 

tailored for speech, that is, thinking-for-speaking (McNeill & Duncan 2000). That is to say, 

gestures are considered to be formed in a different way across languages similarly to the 

different patterns in linguistic representation, and therefore, linguistic differences influence 

how spatial information arises in the process of speech production and is expressed by gesture 

in story narratives. 

However, bidirectional cross-linguistic differences between L1 and L2 speakers are 

arguably still unclear, as there have been relatively few attempts to collect data on Japanese as 

L2, compared to an accumulation of English samples (see McCafferty 1998, Kita 2000, Kita & 

Özyürek 2003, Brown & Gullberg 2008, 2011). Given this, there is a research gap in the study 

of cross-linguistic variation in the expression of manner in speech and gesture between English 

and Japanese. Consequently, the present study conducts a bidirectional analysis involving the 

two target languages: both L1 and L2 use of English and Japanese. Considering that gestures 

might demonstrate idiosyncratic (i.e. inter- or intra-speaker) variation between speakers and/or 

a single speaker (Kendon 1996, Kipp, Neff & Albrecht 2007), statistical comparison is not a 

valid and/or reliable procedure. Thus, this study undertakes a micro-level qualitative analysis 

with no recourse to statistical perspectives in order to investigate the expression of manner and 

path information in speech and gesture. 

 

3. Methodology 

3.1. Participants 

 

The present study recruited 24 people aged 22 to 35 at the time of recording: 12 British English 

L1 speakers and 12 Japanese L1 speakers. These speakers fell into four different sub-groups 

depending on their language background: English monolinguals (EM), English bilinguals (EB), 

Japanese monolinguals (JM) and Japanese bilinguals (JB). In order to standardise their 

background, the study defines monolingual speakers as people who were born and raised in 

their home country, and have not had long-term experiences of studying/working abroad and 

are not acclimatised to other cultures as well as or more than their first culture. This requirement 

was set to minimise the effect of the speaker’s culture on gesture-in-use with the diversity and 

complexity of meaning (see Birdwhistell 1970, Morris 1979, Richmond & McCroskey 1999). 

Bilingual speakers in this study, on the other hand, are simply defined as people who use or had 

used the L2 in their daily activities.  

Regarding the categorisation of the participants as monolingual or bilingual, their 

proficiency level and language experience in L2 were considered, supported by their score in 

official language proficiency tests for L2 (i.e. IELTS and JLPT; see below) and their experience 

of studying abroad; all the bilinguals had experience studying or working abroad. The general 

information on language usage and background, collected by using a pre-test questionnaire, 

which was based on the language background questionnaire developed by the Max Planck 

Institute (Gullberg & Indefrey 2003), is summarised in Table 1. 
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Table 1. Summary of participants, based on the language background questionnaire 

 

Language background 

 
English           

monolingual               

(n=6) 

English             

bilingual                   

(n=6) 

Japanese         

monolingual                 

(n=6) 

Japanese           

bilingual                

(n=6) 

Mean age 36 25 37 27 

Mean JLPT / IELTS score - N2  

(JLPT)                            

- 6.5 

(IELTS) 

Mean AoE to L2 0 yrs 5.3 yrs 8 yrs 12.8 yrs 

Mean usage of L2 (per day) - 2.1 hrs - 5.1 hrs 

Mean self-rating in L2 use - 4.1 - 3.6 

Study abroad experience - 1-3 yrs - 1-2 yrs 

Key: AoE = Age of Exposure; IELTS = International English Language Testing System (Score range: 0.0-

9.0 as highest); JLPT = Japanese-Language Proficiency Test (Grade range: N5-N1 as highest) 

 

3.2. Stimulus 

 

The study used an animated colour cartoon Canary Row (Freleng 1950) as the stimulus due to 

its potential not only to evoke a variety of gestures (McNeill & Levy 1982) but also to be used 

with a variety of speakers, including L2 learners (McNeill 1992: 365). For research purposes, 

the focus of this study lies on the participants’ descriptions of the two climb-up motions shown 

in the stimulus, as both languages potentially have enough lexical entries to describe these 

motion events (see Kita & Özyürek 2003 for descriptions of ‘swing across’ in the same video 

stimulus). The study used an edited version of the cartoon, which was shortened to 

approximately two minutes and included the two target motion events, in order to allow it to be 

easily retold within a single attempt. 

 

3.3. Procedures 

 

Each participant was involved in the experiment for one day in the case of monolinguals or two 

days in the case of bilinguals; all the bilingual speakers were gathered again and saw the same 

stimulus for the same task in a different language. In order to counterbalance their L1 and L2 

performances, half of the group of participants were randomly required to tell the story in the 

L1-L2 order, and the other half did so in the L2-L1 order. This procedure was necessary to 

control the unwelcome effect stemming from their background information on either L1 or L2 

descriptions (Gullberg 2003). A second meeting took place one week following the first 

recordings. 

Prior to the recordings, each participant met with one of the participating researchers 

for a short informal conversation about general topics for two or three minutes. This served as 

a warm-up task in the language to be used, with two aims: (a) to relax participants and (b) to 

put them into the ‘monolingual mode’ (Grosjean 1998, Brown & Gullberg 2008). Following 

the warm-up section, each participant was given instructions. They were told that they were 

participating in a story-retelling task and informed that their retellings would be videotaped, 

and the tapes would be shown to other participants who do not know the story. The latter is a 

pseudo-instruction, strategically placed to enforce participant output accuracy during 

production. At that point, no specific information about the stimulus was given to the 

participants except its length. During the activities, participants were strongly advised to speak 

not to the video camera but to the researcher in front of them, as some studies showed that 
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absence of listeners might lead to a reduction in the rate of gesture frequency (Cohen & Harrison 

1973, Bavelas, Chovil, Lawrie & Wade 1992, Alibali et al. 2001). 

After the participants were given sufficient instruction, each of them signed the written 

consent form. The focus of this study was not mentioned to them at any point prior to execution 

of the task, in order to record natural and spontaneous behaviour and to avoid participant 

attention being directed at the focus (McNeill 1992: 374). After the completion of the 

experiment, they were informed about the true aim of the study, and were again asked for 

permission to use their data after the recordings. A post-hoc interview took place immediately 

following the task. This was recorded and it was confirmed that no participants identified the 

focus of this study while executing the task. 

After the recording phase, a follow-up questionnaire with a semantic judgement task 

was carried out in order to check their semantic conceptualization of the English word climb 

and its Japanese equivalent noboru ‘climb (up)’. As initially suggested in Brown and Gullberg 

(2011: 91), it was uncertain whether Japanese speakers used these words as manner or path 

verbs. This post-recording interview clarified that bilinguals were seen to have different 

semantic conceptions of the verb climb and its Japanese translation compared to monolinguals. 

 

3.4. Annotation process 

 

The present study identified that all gestures which accompanied speech referring to the climb-

up motion event are iconics. Iconics, a semiotic type of gesture-in-talk, are seen as more 

semantically tied to the accompanying speech than other types of gestures, showing a close 

synchronicity between speech and gesture (McNeill 1992, see also Beattie & Shovelton 2002, 

Holler & Beattie 2002, 2004). This type of gesture represents the same feature of the action or 

event as its verbal description and is thus semantically parallel to the verbal expression 

(McNeill 1985, 1992). Iconics are also used to encode manner or path information which is not 

directly expressed in accompanying speech (Brown & Gullberg 2008). As they encode manner 

or path information, iconics can represent the viewpoint of the narrator: the character’s 

viewpoint (C-VPT) and the observer’s viewpoint (O-VPT) (McNeill 1992: 123-133). For 

example, a speaker depicts the event from the C-VPT when moving his/her arms up and down, 

demonstrating the character’s motion going up the ladder from the character’s viewpoint. 

Alternatively, he/she can refer to the same event from the O-VPT when raising up his/her hand, 

depicting the path information of the character rising upward (McNeill 1992: 118-119). 

The study used transcriptions and annotations of video data created through ELAN 

annotation software, a free multi-modal annotation tool for audio and video data originally 

developed at the Max Plank Institute for Psycholinguistics (Wittenburg et al. 2006). The 

software was utilised for spatio-temporal synchronisation between the different types of data 

with separate annotation tiers for two different types of communicational signals, speech and 

gesture. All spoken data were represented in orthographic transcription and synchronised with 

the gesture annotations and the corresponding audio and video data in the software. As the study 

investigates non-linguistic communicative signals (i.e. gesture) and non-English language in 

use, transcription and its translation, as well as gesture annotations, were double-checked by 

three annotators through discussion, in order to establish ‘inter-rater reliability’; this is arguably 

a mandatory process to avoid too much selectivity arising from a single annotator in any 

transcription/annotation processes (McNeill 1992: 375, Chawla & Krauss 1994: 588, Kendon 

1996: 5). The study recruited three Japanese speaking L2 English speakers to translate Japanese 

utterances into their English equivalents, and an English-speaking annotator with experience in 

annotating gestures. In each case, a consensus was reached through discussions among the 

annotators. The list of motion verbs uttered by different groups of participants is shown in Table 

2. 
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Within the annotation process, gestures were annotated utilising McNeill’s semiotic 

gesture categorisation. The present study analysed only the stroke phase of each gesture, as this 

segment is considered obligatory and thus the most significant part of a gestural movement 

(McNeill 1992, Kita, van Gijn & van der Hulst 1998, Kita 2000). Each stroke phase was 

identified through annotation of the gesture’s internal temporal structure, which identifies the 

start and end point of the stroke or hold phase (Kipp et al. 2007: 330). In the present study, each 

gesture annotation is described with co-expressed accompanying speech by stating the stroke 

phase in boldface and bracketing the entire gesture phrase, followed by the description of the 

actual movement, as in example (3). 

 

(3) The cat is [climbing on the wall] 

Manner: wiggling movement of hands depicting the manner information for the climb-

up motion of the character 

 

Table 2. List of motion verbs linguistically expressed in monologues 

 

  
English  

monolingual               

English       

bilingual                 

Japanese           

monolingual               

Japanese           

bilingual                 

English 

climb  

(+up) 

climb  

(+up) 

 
 

climb 

(+up) 

crawl get  

(+into/up) 

 
 

approach 

(+to) 

get  

(+into / up) 

 
 

 
 

enter 

go  

(+up / through) 

 
 

 
 

go 

(+up) 

Japanese 

 
 

noboru 

(climb) 

noboru  

(climb up) 

noboru  

(climb up) 

 
 

agaru 

(go up) 

iku 

(go) 

kuru 

(come) 

 
 

iku 

(go) 

chikazuku 

(approach) 

iku 

(go) 

 
 

 
 

haiagaru 

(climb up) 

chikazuku 

(approach) 

  
  

  
  

  
  

haiagaru 

(climb up) 

Key: 1. (+up) = the word 'climb' was in some cases followed by the adverbial 'up', but not always.                       

2. Semantically, 'noboru', 'agaru' and 'haiagaru' are always only associated with the description of upwards 

motion; however, it should be noted that this semantic value was violated by English-Japanese bilinguals. 
 

4. Analysis of speech-gesture synchrony 

 

Remarkably, all the manner-encoding gestures were strictly tied with the motion verbs referring 

to the climb-up event, regardless of the speaker’s language background. The Japanese speaking 

participants who used manner-encoding gestures always synchronised the stroke phase with the 

motion verb rather than adverbials or noun phrases, thus directly expressing the climb-up 

motion. Consider the following examples (4)-(6). 
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(4) isshou-kenmei [nobotte   iku] 

with his best  climb up   go 

‘(he) goes climbing up with his best’ 

Manner: wiggling movement of hands depicting the manner information for the climb-

up motion of the character 

 

(5) haisuikan-wo  [nobori-masu] 

the drainpipe  climb up 

‘(he) climbs up the drainpipe’ 

Manner: wiggling movement of hands depicting the manner information for the climb-

up motion of the character 

 

(6) he tries to [climb up on the wall] 

Manner: wiggling movement of hands depicting the manner information for the climb-

up motion of the character 

 

Example (4) shows that the stroke of the manner-encoding gesture starts by saying 

nobotte ‘climbing (up)’. The sentence pattern seen in (4), packaging a manner verb and a path-

verb within the same unit (Ohara 2002, Sugiyama 2005), is called a quasi-lexical unit (Slobin 

2006: 69). Interestingly, this synchrony is also seen in descriptions by the English bilinguals in 

their L2 narratives, such as in (5); although a quasi-lexical unit was not seen in this example. 

There is inter-speaker variation in the length of the stroke; some of the speakers hold their hand 

movement right after climb, but the others continue their moving gestures until they complete 

the sentence. Nevertheless, the starting point of the stroke is similar and always tied with 

accompanying spoken words encoding the same type of information (i.e. manner). 

Interestingly, this pattern is found not only in the Japanese-speaking narratives but also in the 

English-speaking attempts, as in (6). Whatever the circumstances, the speakers always executed 

the stroke phase when uttering the main verbs as a reference to the climb-up motion, when they 

encoded the manner information in gestures. 

Significantly, such a strict speech-gesture synchrony, regardless of language selection, 

is also seen in path-encoding gestures. For all speakers, the stroke of path-encoding gestures is 

tied to the adverbials but not to the main verbs, regardless of the language spoken; compare (7)-

(9). 

 

(7) amadoi-wo   [totte   chikazuku] 

the drainpipe  through  come close 

‘(he) comes close (by going) through the drainpipe’ 

Path: upward movement of one hand depicting the trajectory information of the climb-

up motion of the character 

 

(8) nakanihai-tte  [ue-made  itte] 

going inside    into up    go 

‘(he) gets into the inside (of the pipe) then goes up’ 

Path: upward movement of one hand depicting the trajectory information of the climb-

up motion of the character 

 

(9) he climbs up [through the drainpipe] 

Path: a hand movement rising up depicting the trajectory information of the climb-up 

motion of the character 
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The results show that the stroke of the path-encoding gestures is synchronised with an 

expression of path information in speech. Some speakers hold gestural shapes until they 

complete the sentence in speech, but others simply tie path-encoding gestures to the 

accompanying adverbials.  

Note that these findings do not generate new perspectives, but rather support the claim 

of speech-gesture synchrony in the literature (e.g. McNeill 1985, 1992, Kendon 1997, Gullberg 

2003), by claiming that gestures tend to be performed at the same time as semantically parallel 

linguistic items. Thus, gestures co-expressed with speech typically encode the same 

information derived from the same ‘idea unit’; the meanings conveyed by the speech and the 

gesture complement each other in depicting this identical information (McNeill 1992: 27). In 

fact, the data in this study show that each dynamic stroke with a core message is seen as 

semantically synchronised with the content of the accompanying speech unit. The data also 

demonstrate that the stroke never crosses clause boundaries in speech although gestures are 

held until the sentence is completed, similarly to McNeill’s discussion of the optional hold 

phase (1985: 361).  

Another notable point is that semantic synchrony is seen in all samples regardless of the 

speaker’s language background and the language to be used in the narratives, which casts doubt 

on the idea of cross-linguistic variation in gesture-in-use. As McNeill claims, the synchrony 

rule will not always be clear since some iconics are so vague that it is difficult to show that the 

gestures clearly encode the same idea unit as the speech does (1992: 27). Nevertheless, the 

study provides evidence of the semantic synchrony between gestures and accompanying speech 

units, which holds for all the speakers recruited in the present study. Participants in the present 

study demonstrated uniformity of gestural shape usage. Regarding this, the inter-speaker (or 

intra-speaker) variation of gestures is arguably still in debate; it has been on the one hand 

reported that there is consistency of gestural shapes between different language speakers unless 

they describe the same event (McNeill 1992), but on the other hand it is claimed that there 

might be significant variation (Kendon 1996, Kipp et al. 2007). Maintaining that different 

language speakers would demonstrate different ways of thinking (Slobin 1991), it is expected 

that gestural expressions have significant inter-speaker variation. On the other hand, this paper 

will demonstrate that all the speakers, regardless of their language background, exercised 

manner- or path-encoding gestures with similar shapes to describe the same motion event.  

There are two patterns of gestures used to depict either the manner or path information 

of the climb-up motion. Figure 1 represents a typical example of manner-encoding gestures 

showing the climb-up motion event resulting from the stimulus. The speakers wiggled both 

hands one after the other, which depicted the motion of the cat from the C-VPT. This form of 

the gesture resembles the climb-up motion of the cat wiggling both paws when climbing up the 

drainpipe in the stimulus. Regardless of the use of words or phrases spoken, the accompanying 

manner-encoding gestures of different speakers are similar in terms of their shapes. Another 

example of path-encoding gestures, with one hand moving up, depicted the path of the character 

from the O-VPT as shown in Figure 2.  
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Figure 1. The screenshots at the point when speakers wiggled both hands one after the 

other to depict manner information of the character 

 

   
 

Figure 2. The screenshots at the point when speakers moved the right hand with right 

finger raised up to depict the path of the character 

 

   
 

Considering the high degree of similarity between gestural shapes among all the 

speakers, the effect of specific language preferences is questioned. Based on the results, it is 

reasonable to suppose that gestures are derived from the GP as a starting point of thought 

coming from the information in the stimulus rather than from the effect of linguistic preferences 

regarding information encoding (McNeill 1992, McNeill & Duncan 2000). As speech is 

expressed in completely or slightly different ways in different languages (Talmy 1985, Slobin 

1991), it is natural to expect that, if linguistic preferences affect the means of encoding 

information in gestures, the gestures used by speakers with different language backgrounds 

would demonstrate significant variation according to their L1. However, this assumption does 

not explain the high degree of uniformity of gesture shapes with semantic synchrony across all 

the speakers observed in this study. Whereas it is acknowledged that there is a slight difference 

in terms of gesture space, in which kinesic forms and movements are performed (see McNeill 

1992, Kendon 1996), similar shapes are seen in the gestures used in the present study. However, 

note that the result is tentative with only six speakers for each group, and thus further 

investigation is required to generalise this point. 

 

5. Discussion: an implication of the impact of translation equivalents in L1-L2 

 

As described so far, no Japanese L1 speakers in L1 narratives depicted the event with manner 

expressions in their speech, whereas the English L1 speakers in L1 narratives tended to use 

manner information encoded in their speech. This pattern is actually also seen in their gestural 

expressions. Namely, a greater number of English speakers used manner-encoding gestures 

than Japanese L1 speakers. This point is supported by recent findings claiming that languages 
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stimulate different forms of thinking even when speakers express the same motion events (Kita 

2000, McNeill & Duncan 2000, Kita & Özyürek 2003). More specifically, this cross-linguistic 

difference in speech and gesture patterns between Japanese and English conforms to the 

suggestion by Brown & Gullberg (2008) that more manner expressions in gestures are found 

for English speakers than Japanese speakers. This result suggests that linguistic preference has 

an effect on gestural preferences in encoding information. 

Nevertheless, it should also be acknowledged that not every EM, EB, and JB speaker 

when speaking English used manner-encoding gestures. Rather, even speakers of English as L1 

decided to encode the path information rather than the manner information in more than half of 

the total cases; this does not seem so significant when compared to the data from the Japanese 

L1 speakers. Arguably, this tendency contradicts the idea that due to linguistic preference the 

speakers paid more attention to manner information of the motion and hence used more manner-

encoding gestures. Unfortunately, the study could not conduct a statistical analysis due to the 

limited number of samples, even though it has offered a micro-analytic perspective, and thus 

leaves this question for future studies. 

Rather, what the micro-level analysis highlights is that very few studies to date have 

considered the difference in the semantic information contained in specific words between the 

original word and its translation equivalent. For example, the Japanese word noboru ‘climb 

(up)’ is claimed to be a path-encoding verb as it comprises only the meaning of the up direction, 

although the word is in most cases translated as climb in English, a manner-encoding verb, 

which can be co-expressed with adverbials encoding the meaning of both ‘up’ and ‘down’ 

directions (Brown & Gullberg 2011: 91). As for speech descriptions, the emphasis should be 

firstly on the classification of verbs as encoding either manner or path information. The 

participants recruited in the present study used a variety of verbs encoding the climb-up motion 

event (refer back to Table 2). Here, the novel finding from the post-recording questionnaire is 

that bilingual speakers judged semantic concepts of motion verbs differently from monolingual 

speakers when speaking their L2. Interestingly, the study reveals that JB speakers treated climb 

in English as a path verb since they associated the word with only the meaning of the up 

direction, saying that climb down is semantically unacceptable. This wrong semantic judgement 

is also seen in EB speakers, as they treated noboru ‘climb (up)’ as a manner verb because they 

thought that the Japanese verb could be used to refer to either the up or the down direction, 

although Japanese L1 speakers do not use the verb in the latter case. 

With this classification in mind, it is observed that there were no cases of manner 

expressions in speech by JM and JB speakers in L1 narratives. This is consistent with the 

suggestion that Japanese, a verb-framed language, tends to encode manner in adverbials rather 

than verbs (Talmy 1985, Sugiyama 2005, Slobin 2006). This is not the case for the EM speakers 

and EB speakers when speaking Japanese as their L2. Regarding the latter case, their Japanese 

descriptions include the use of ‘noboru’ as a manner verb. Although it is true that some EM 

and EB speakers encode the path information verbally with path verbs, such as ‘go’, all 

Japanese L1 speakers encoded only the path information. This supports the claim that speakers 

of a verb-framed language do not encode manner as much as those of a satellite-framed 

language (Hohenstein, Eisenberg & Naigles 2006, Brown & Gullberg 2008). In the present 

study, L1 speakers of Japanese used various verbs to depict the motion event. However, all of 

them are semantically classified as path verbs encoding the up direction. From this perspective, 

it is indeed arguable that no cases of manner-encoding verbs in the descriptions by Japanese 

speakers could be simply explained by limited linguistic entries in Japanese; since EB speakers 

also encoded no manner information in Japanese speech when strictly considering noboru 

‘climb (up)’ as a verb containing the meaning of ‘only’ an upward direction in a strict sense.  

Given these points, it should be acknowledged that linguistic resources for depiction of 

a climb-up motion are not equivalent between the two languages due to the variety of semantic 
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conceptions of words and limited lexical entries in Japanese compared to English. Although the 

data samples evidence L1 speakers of English focusing on manner, such language qualities 

arguably do not allow an equivalent comparison of different patterns in speech between these 

two languages. Therefore, the study does not take into account the different patterns in speech 

depicting manner or path information of the motion event. 

 

6. Conclusion 

 

The present study shows the high degree of semantic synchrony between gestures and their 

accompanying speech units. Furthermore, it is notable that there is a uniformity of gesture-in-

use not only in the gestural phrase but also in the actual shapes encoding information. These 

patterns are highly recognisable in both languages in this study, regardless of speakers’ 

linguistic background. Although these findings support the findings of previous empirical 

gesture studies, this study goes further in that it highlights significant challenges present when 

investigating cross-linguistic differences in terms of monolingual and bilingual speakers. This 

micro-level analysis of speech and gesture production by monolinguals and bilinguals has 

implications regarding the inequivalent semantic concepts of climb and its Japanese translation. 

Nonetheless, the findings presented here require qualification, as there were only six speakers 

recruited for each group. 
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Abstract 

 

Aphasiologists agree that with damage to the left hemisphere of the brain, both those who use 

vocal and those who use signed forms of communication are in jeopardy of developing aphasia, 

an impaired ability to produce and/or perceive language. Of the many symptoms that are 

associated with aphasia, anomia (a word retrieval impairment of language) is the most common, 

but while treatments for phonological anomia (a type of anomia caused by defective 

phonological processes) are available for users of spoken language, the same cannot be said for 

users of signed language. This paper aims to fill that gap in the literature by making some 

suggestions for the treatment of phonological anomia in signed language users. In spoken 

languages, phonological word finding deficits can be remediated by phonemic cueing tasks in 

which the initial phonemes of target words are provided as cues to phonologically prime targets 

and facilitate their retrieval. In this paper I argue that by simply substituting phonemes as cues 

for cheremes (the signed language equivalent of phonemes), we could adapt the phonemic 

cueing approach to treatment of phonological anomia in spoken languages to make it suitable 

for use with signed language users. 

 

1. Introduction 

 

The study of signed language linguistics has long established that signed languages are natural 

human languages in the way that spoken ones are (Stokoe 1960, Klima & Bellugi 1979, Senghas 

et al. 2004) and that while the two modalities differ in their methods of production and 

perception, their underlying linguistic structures are the same (Sandler & Lillo-Martin 2006). 

We also know from brain imaging studies that the left cerebral hemisphere of the brain is 

responsible for processing all modalities of language whether those be spoken or otherwise 

(Bavelier et al. 1998, Hickok et al. 2002), so one would expect that when deaf signers endure 

neurological damage to their left cerebral hemisphere, the consequences for language for them 

would be very much the same for them as they are for hearing speakers. 

This expectation seems to be supported: aphasiologists agree that with left cerebral 

hemisphere damage those who use vocal forms of communication are in jeopardy of developing 

aphasia, an impaired ability to produce and/or perceive language (Naeser & Hayward 1978, 

Kertesz et al. 1979, Damasio 1989, Damasio 1992, Fitzgerald 1996, Corina 1998, Kolb & 

Whishaw 2003, Kearns 2005, Keller et al. 2009) and a number of studies have confirmed this 

to be the case for signed language users too (Leischner 1943, Tureen et al. 1951, Douglas & 

Richardson 1959, Poizner et al. 1987, Corina et al. 1992, Hickok et al. 1998, Corina et al. 1999, 

Hickok et al. 2011). One of the symptoms most commonly shared among people with aphasia 

is anomia, a word retrieval impairment of language (Goodglass & Wingfield 1997). Two 

different types of anomia have been described in the aphasiology literature: semantic anomia, 

which is caused by defective semantic processes and phonological anomia, which is caused by 

problems with the phonological processing system (Nettleton & Lesser 1991, Raymer et al. 
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1993, Hillis & Caramazza 1994, Boyle & Coelho 1995, Miceli et al. 1996, Nickels & Best 

1996, Drew & Thompson 1999, Kiran & Thompson 2003), but while treatment for 

phonological anomia is available for users of spoken language, the same cannot be said for 

users of signed language. This paper aims to fill that gap in the literature by making some 

suggestions for the treatment of phonological anomia in signed language aphasia from the 

perspective of theoretical linguistics. 

The body of discussion is categorised into five main parts (Sections 2, 3, 4, 5 and 6). 

The first part (Section 2), presents an introductory account of the major characteristics or 

symptoms of aphasia observed in spoken and signed languages; while Section 2.1 addresses 

aphasia in spoken languages, Section 2.2 addresses it in signed ones. Section 3 hones in on 

anomia, an impairment of language that is common in aphasia and characterised by an inability 

to access words in and retrieve them from the mental lexicon. It describes the differences 

between semantic anomia and phonological anomia, and points out the need for treatment for 

phonological anomia in signed languages. Sections 4 and 5 give an overview of the theory 

underpinning phonologically targeted treatment for phonological anomia. While Section 4 

concerns itself with how the mental lexicon is organised and how words are accessed in it, 

Section 5 describes how phonological priming, an implicit memory effect that is triggered in 

phonological intervention for phonological anomia, can influence lexical access. Section 6 

describes a particular type of treatment for phonological anomia for hearing speakers with 

aphasia (phonemic cueing treatment) before making some suggestions for its adaptation for use 

with signed language users. Section 7 summarises and concludes. 

 

2. Aphasia 

2.1. Spoken language aphasia 

 

Aphasia is an acquired disorder of language that presents as a result of damage to the brain 

areas responsible for the production and/or comprehension of language and its components 

(Helm-Estabrooks et al. 2014). Depending on the site or sites of damage and the relative 

impairment or sparing of the language components, different subtypes of aphasia can emerge 

(Helm-Estabrooks et al. 2014). There are two major subtypes of aphasia: Broca’s aphasia and 

Wernicke’s aphasia (which are caused by damage to the lateral frontal, suprasylvian, pre-

Rolandic area or the adjacent subcortical periventricular white matter, and the posterior third 

of the superior temporal gyrus, respectively). Broca’s aphasia is otherwise known as expressive 

aphasia and is so named because it is characterised by impaired language production with 

unimpaired language comprehension (Kerterz 1982). Wernicke’s aphasia, on the other hand, 

(which can also go by the name of receptive aphasia) causes problems of a similar vein but in 

the opposite direction: while a Broca’s patient experiences problems with language production 

but not its comprehension, a Wernicke’s patient has them with its comprehension, but not its 

production (Albert et al. 1981). Other more minor subtypes of aphasia include conduction 

aphasia, transcortical motor aphasia, transcortical sensory aphasia and global aphasia (Helm-

Estabrooks et al. 2014), and with all of the different subtypes, different symptoms are 

associated. Some level of anomia, meanwhile, is seen in all of the aphasias (Manasco 2014).  

 

2.2. Signed language aphasia 
 

It has long been established that the signed languages of deaf communities are fully-fledged 

human languages in the way that the spoken languages of hearing communities are (Stokoe 

1960, Klima & Bellugi 1979, Senghas et al. 2004) in that there are a number of autonomous 

mutually unintelligible systems of communication used in deaf communities around the world 

(Woll et al. 2001, MacSweeney et al. 2008). It is also generally accepted by linguists that while 
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spoken languages and signed languages differ in their methods of production and perception 

(in that spoken languages are produced by the mouth and perceived by the ears whereas signed 

languages are produced by the hands and perceived by the eyes), their underlying linguistic 

structures are the same (Sandler & Lillo-Martin 2006). This is primarily because key linguistic 

features (or language universals) in the theoretical domains of phonology, syntax and semantics 

identified in spoken languages have been identified in signed languages as well, but similarities 

observed between the neural bases of spoken and signed languages have also been taken to 

reflect that all linguistic functioning is underpinned by the same system. Neuroimaging studies 

have found evidence to suggest that like spoken languages, signed languages are processed by 

the left hemisphere of the brain (see Hickok et al. 1998), that both speech and sign production 

is processed by the left inferior frontal gyrus (Braun et al. 2001, Corina et al. 2003, Emmorey 

et al. 2003, Emmorey et al. 2007) while speech and sign comprehension rely on the left superior 

temporal gyrus and sulcus for their processing (Neville et al. 1998, MacSweeney et al. 2002, 

Newman et al. 2002, Meyer & Damien 2007, Corina et al. 2007, Capek et al. 2008).  

If signed language processing like spoken language processing is left dominant, this 

should be reflected by the patterns of impairment that follow brain damage (Marshall et al. 

2004), should it not? That is, aphasia in signed languages should follow left- but not right-

hemisphere damage in the way that it does in spoken ones. A number of lesion studies in signers 

have confirmed that this is indeed the case (e.g. Poizner et al. 1987, Corina 1998, Marshall et 

al. 2004 and Atkinson et al. 2005) and there is even evidence to suggest that the symptoms 

found in signed language impairments are consistent with those found in spoken language 

impairments. 

In 1987, for example, Poizner et al. reported six cases of unilateral stroke in deaf users 

of American Sign Language (ASL). While those with left hemisphere damage presented with 

language problems in their case studies, those with right hemisphere damage did not. What's 

more they found that damage to the left frontal regions resulted in production difficulties (as 

we see in spoken language Broca’s patients) while damage to the left temporal lobe caused 

problems with comprehension (just like in spoken language Wernicke’s aphasia). These 

findings have been supported by a number of other signed language researchers (see Corina et 

al. 1992 for just one representative example).  

People with signed language aphasia have also been said to experience the word 

retrieval difficulties that people with spoken language aphasia are all too familiar with. Marshall 

et al. (2004), for instance, described a case of aphasia in a user of British Sign Language (BSL) 

called Charles which arose as a result of a left cerebrovascular accident. A computer 

tomography (CT) scan revealed damage to the left posterior frontal and parietal lobes extending 

into the corona radiate and temporal lobe, and as one would predict, Charles’ resultant language 

problems were with production. He struggled to retrieve the correct forms of signs and 

frequently was unable to access signs at all, but in contrast to his production problems, his 

comprehension of signs was unaffected. In an informal comprehension test Charles scored 

10/10, indicating that he had a Broca’s-like aphasia.  

Convinced that Charles had anomia as a symptom of his aphasia, Marshall et al. (2004) 

administered a number of assessments to see whether their predictions could be proven. In a 

picture naming task which required him to name pictures on confrontation Charles scored only 

27/37, leading Marshall et al. (2004) to conclude that he did indeed have a problem with the 

retrieval of words. In 1982 Chiarello et al. witnessed a similar situation in their investigation of 

a prelingually deaf woman who had suffered a left parietal infarct involving the left 

supramarginal and angular gyri. She too developed a sign retrieval impairment that mirrored 

the word retrieval impairments of oral aphasic patients. 

Now although there is evidence to suggest that anomia is common to both the spoken 

and the signed modalities of language, there has been little to no research into its treatment in 
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signed language aphasia. In this paper I aim to inform the neglected area of research by 

suggesting that we adapt current treatment for phonological anomia in spoken languages for 

use with signed language users, but before any suggestions can be made, however, we must 

first look at anomia in more detail.  

 

3. Anomia  

 

As we observed above, anomia is an impaired ability at accessing words in and retrieving them 

from the mental lexicon (Goodglass & Wingfield 1997) which can range from a mild difficulty 

in producing desired words during conversational discourse to a virtual inability to produce 

them under any conditions at all (Helm-Estabrooks et al. 2014). This section will provide a 

more thorough, comprehensive account of anomia. It will begin with an overview of its causes 

before describing its symptoms, diagnosis and treatment. 

 

3.1. Its causes 

 

As a symptom of aphasia, anomia is thought to result from damage to regions in the left 

hemisphere of the brain (Woollams et al. 2008). This damage can either be traumatic or 

acquired (Damasio 1992) with causes of traumatic brain injury including the likes of falls, 

accidents or violence involving a blow to the head and causes of acquired brain injury 

poisoning, infection, strangulation, choking, drowning, stroke, heart attacks, brain tumours, 

aneurysms and even neurodegenerative diseases (such as Parkinson’s disease, Alzheimer’s 

disease and Huntington’s disease) (Budd et al. 2010). It was initially thought that damage to 

Broca’s area (the speech production centre of the brain) or Wernicke’s area (the speech 

comprehension centre) could be held responsible for the onset of anomia (see Fridriksson et al. 

2009 and Hamilton et al. 2010, for example), but more recent studies have suggested that 

anomia is caused by damage to the arcuate fasciculus (the nerve tract that connects the caudal 

temporal cortex and inferior parietal cortex to locations in the frontal lobe) more specifically 

(Catani & Thiebaut de Schotten 2008, Carlson 2012).  

 

3.2. Its symptoms 

 

The most accurate way of determining whether anomia has developed in an individual is 

through tests, though there are a number of symptoms that can point to its presence. 

Unsuccessful attempts at word retrieval tend to result in speech errors that resemble the target 

in meaning (semantic speech errors) or in sound (phonological speech errors), which are 

therefore taken to be symptomatic of anomia.  

Paraphasias are a particular type of speech error that are commonly observed in people 

with aphasia. These can be divided into two broad classes: semantic paraphasias in which an 

irretrievable target word is substituted with a word that is semantically related to it such as 

refraction for reflection (which both are to do with the dispersion of light) (Damasio 1992, 

Fitzgerald 1996, Marshall et al. 1998) and phonological paraphasias which substitute 

irretrievable target words with words or nonwords that resemble them phonologically like 

viscosity ([vɪskɒsɪti]) for velocity ([vɪlɒsɪti]) (a real word, formal error) or chromosone 

([krəʊməsəʊn]) for chromosome ([krəʊməsəʊm]) (a nonword phonemic error) (Brookshire 

1997).  

Semantic paraphasias suggest that while phonological information about a target word 

can be successfully retrieved by the patient, not all of its semantic information can be. 

Phonological paraphasias, on the other hand, in particular phonemic errors in which only partial 

phonological information about a target is retrieved and the rest is deformed by the likes of 
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addition, deletion, substitution or transposition (Lecours & Lhermitte 1969, Blumstein 1973) 

suggest that while semantic information about a target is available for retrieval, there are 

problems with a patient’s access to the sounds constituting its spoken form. 

 

3.3. Its diagnosis 

 

In 1979 Benson drew a distinction between two types of anomia: semantic anomia and 

phonological anomia (Devinsky & D’Esposito 2004) and one way that researchers have tried 

to understand the difference between the two and how to diagnose them is by studying word 

retrieval errors like the paraphasias described above. An approach that many aphasiologists find 

useful for diagnosis of the anomias is one that characterises a patient’s word retrieval problems 

with reference to a cognitive neuropsychological model of the word retrieval process outlining 

the different information processing stages involved in it (Ellis et al. 1992) as exemplified in 

Figure 1. Armed with a model like this, aphasiologists are able to relate the speech errors an 

aphasic patient produces to breakdown of one or more of the model’s components (and ergo of 

one or more of a patient’s cognitive operations): 

 

Figure 1. A two-stage model of word retrieval (adapted from Helm-Estabrooks et al. 

2014: 232) 

 

Stage 1 
(Semantic description of the concept) 

Activation and/or recovery of the word lemma 

 

 

 

[Word lemma: target word not yet phonologically specified] 

 

 

 

Stage 2 

(Phonological description of the target word) 

Recovery of the specific target phonemes for the lemma 

 

Aphasiologists generally agree that word retrieval begins with the recovery of semantic 

information about a target word and ends with the recovery of its phonological information 

(Allport 1985), so two-stage models of word retrieval like the one in Figure 1 are helpful in that 

they draw a distinction between those two stages of the word retrieval process: a first stage in 

which an object is perceived and comprehended and a second stage in which the name for the 

object is retrieved (Helm-Estabrooks et al. 2014). It is thought that stages 1 and 2 of the model 

constitute separable cognitive components (the semantic system and the phonological system) 

that can be selectively impaired giving rise to two different types of anomia (semantic anomia 

and phonological anomia, respectively). It is thought that semantic paraphasias are caused by 

defective semantic processes and are therefore symptomatic of semantic anomia, while 

phonological paraphasias (caused by problems with the phonological processing system) are a 

symptom of phonological anomia, that failure to retrieve enough semantic information about a 

target to activate its appropriate word lemma at stage 1 leads to semantic speech errors, and 

failure to adequately activate stage 2’s phonological description of a target causes phonological 

errors (Helm-Estabrooks et al. 2014). 
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Now although we can make a preliminary diagnosis of a patient’s anomia by looking at 

the types of error they typically produce, all provisional diagnoses must be confirmed by a 

proper evaluation. A patient’s comprehension of the words he or she is unable to retrieve might 

be evaluated using the Pyramids and Palm Trees test (Howard & Orchard-Lisle 1984), for 

example. Object recognition and comprehension can be assessed using the all picture version 

of the test which requires a patient to indicate which of two pictured objects belongs with a 

third pictured object while recognition and comprehension of their names can be assessed by 

asking a patient which of two pictured objects matches the name of a third object.  

The Psycholinguistic Assessments of Language Processing in Aphasia (PALPA) 

Battery (Kay et al. 1992) can also be used to test for semantic word retrieval impairments. 

Comprehension of object names is assessed with a 40-item test in which a patient must indicate 

which of five pictures (including the target word itself, two semantic distractors, a visual 

distractor that is related in appearance but not in function to the target word and a word that is 

related in function to the visual distractor but not in its appearance) matches a heard word. 

Patients with semantic impairments will tend to make errors involving the semantic distracters, 

but if there is no obvious pattern in a patient’s speech errors, their deficit will probably not be 

semantic in nature Kay et al. (1992) claim.  

The possibility of a phonological impairment might then be explored using a set of 

pictures that was published by Snodgrass and Vanderwart in 1980. Patients who show an effect 

of word frequency when matching words to these pictures are often described as having 

phonological anomia, as are patients who have problems with the articulation of the longer 

words but not the shorter ones or who can demonstrate their understanding of the words but are 

unable to produce them (Ellis et al. 1992).  

 

3.4. Its treatment 

 

A number of different approaches have been shown to be effective in the remediation of word 

retrieval impairments in aphasia (Howard et al. 1985, Pring et al. 1990, Hillis & Caramazza 

1994, Fick et al. 2002, Hickin et al. 2002, Raymer & Ellsworth 2002). Some aphasiologists 

argue that treatment should be targeted to the damaged level of language processing, that word 

retrieval difficulties caused by impaired word meaning respond best to semantically targeted 

treatments while phonologically targeted treatments are best used to treat word retrieval 

difficulties caused by damage to the phonological processing system (Nettleton & Lesser 1991, 

Miceli et al. 1996). Semantically targeted tasks include the likes of matching words to pictures, 

answering yes/no questions about pictures and picture categorisation (Marshall et al. 1990, 

Davis & Pring 1991, Byng 1995, Nickels & Best 1996) and phonologically targeted tasks 

phonemic cueing (whereby the word-initial phonemes of target words are provided to patients 

for processing) (Crofts et al. 2004).  

While it has indeed been demonstrated that semantically targeted tasks are effective in 

the treatment of semantic anomia (e.g. Marshall et al. 1990, Pring et al. 1990, Nickels & Best 

1996) there is also evidence to suggest that they can improve word retrieval for those who do 

not have an impairment at the semantic level (Nickels & Best 1996). This is also true for 

phonologically targeted tasks. It was also originally thought that phonological interventions for 

anomia should be used exclusively for those with phonological impairments (Nettleton & 

Lesser 1991, Hillis & Caramazza 1994, Micili et al. 1996) but they have in actual fact been 

found to be successful at treating word retrieval impairments at the semantic level as well 

(Raymer et al. 1993, Nickels & Best 1996). The success of both types of treatment at improving 

word retrieval in each of the anomias could be attributed to the fact that they are not actually 

entirely different from one another after all, however. Howard (2000) points out that in 

semantically targeted treatments, the spoken form of a target word is provided evoking 
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phonological processing and in phonologically targeted treatments, a picture of a target is 

presented to the patient evoking semantic processing so in each of the treatments, both semantic 

and phonological information is available to the patient meaning they have their effects in the 

exact same way: by strengthening the connections between word meaning and word form.  

Since Howard’s (2000) observation predicts equivalent effects for individuals with 

semantic and phonological anomia with each of the different types of treatment, it may well be 

the case that adapting phonologically targeted treatments for use with signed language users 

could have consequences for individuals with semantic anomia as well as those with 

phonological anomia, but given that few other studies have examined the issue I think it would 

be presumptuous to make such a claim at such an early stage. In this paper, I will be making 

suggestions for the treatment of phonological anomia in signed languages only and my proposal 

is as follows. If it is true that the same phonological system that underlies spoken languages 

underlies signed ones, phonological processing should occur in each modality in the same way, 

meaning treatments that target phonological processing to improve word retrieval in hearing 

people with phonological anomia could have equivalent effects for deaf phonological anomics 

provided they were made suitable for their methods of production and perception. But before 

we begin to think too deeply about the ways in which word retrieval may be influenced, we 

must first explore how words are stored in the mental lexicon, how they are organised with 

respect to one another and how they can be accessed.  

 

4. The mental lexicon 

 

Psycholinguists argue that the underlying representations of words (and thus our knowledge of 

them) are stored in permanent memory in a mental lexicon (Collins & Quillian 1969, Caron 

1989) from which they must be accessed. The study of lexical access sets out to answer two 

types of question: the first concerns how units are represented and organised while the second 

bears on the processes involved in accessing items in the lexicon. This section begins by 

addressing the first question before addressing the second.  

 

4.1. Organisation of the mental lexicon 

4.1.1. Hierarchical network models 

 

Collins & Quillian’s (1969) hierarchical network model was the first systematic model of 

semantic memory. It suggested that semantic memory is organised into a series of hierarchical 

networks consisting of nodes and their properties where nodes represent concepts such as 

animal, bird and canary and properties, rather self explanatorily, the characteristics of those 

concepts. The model is arranged with broader concepts on the higher levels and narrower 

concepts on the lower levels as exemplified in Figure 2: 
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Figure 2. A hierarchical network model of semantic information related to animals 

(Collins & Quillian 1969: 241) 

 

 
 

In Figure 2, the concept ANIMAL dominates the concepts BIRD and FISH as both birds 

and fish are animals. Likewise, CANARY and OSTRICH are dominated by BIRD as they are both 

types of bird and SHARK and SALMON by FISH as they are both types of fish, but although this 

sort of organisation in which broader categories are organised higher in the hierarchy than 

narrower categories seems to be logical, it also has its problems. Collins & Quillian’s (1969) 

hierarchical network model assumes that all items on a given level of a hierarchy are more or 

less equal. Since SHARK and SALMON are both subordinates of fish and are organised on the 

same level as each other, they should, in theory, take the same amount of time to access in the 

mental lexicon. In actual fact, they do not, and this generally seems to be the case (Carroll 

2008). Smith et al. (1974) found that items more typical of a given subordinate take less time 

to access than atypical items. For example, in everyday conversation, the word salmon is more 

likely to come up than the word shark is as it is a foodstuff. Being a higher frequency word its 

concept is accessed in the mental lexicon more quickly (Smith et al. 1974) and this ‘typicality 

effect’ suggests that a hierarchical network might not necessarily be the best way to model the 

mental lexicon after all.  

 

4.1.2. Spreading activation models 
 

A second class of models known as spreading activation models retain Collins & Quillian’s 

(1969) idea of a network but discard their hierarchical assumption. Collins & Loftus (1975) 

propose that the organisation of words is more like a web of interconnecting nodes than a 

hierarchy of them. They argue that retrieval occurs by a process of spreading activation which 

begins at a single node and spreads to its neighbouring nodes in the network attenuating over 

distance, ensuring that closely related concepts are more likely to be activated than distant 

concepts are as in Figure 3: 
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Figure 3. A schematic representation of a spreading activation model of semantic 

knowledge (Collins & Loftus 1975: 412) 

 

 
 

According to Collins and Loftus’ (1975) model, if the concept CAR was activated, the 

STREET, VEHICLE, BUS, TRUCK, AMBULANCE and FIRE ENGINE concepts are more likely to be 

activated than the SUNSETS, SUNRISES and CLOUDS concepts. This makes sense given that the 

first group of concepts are more similar in meaning to the concept CAR than the second group 

of concepts, but although Collins & Loftus’ (1975) model is a step forward from Collins and 

Quillians’ (1969) model, it too has its limitations. Very little information is paid to the 

phonological and syntactic aspects of words so in a sense it is more a model of concepts than a 

model of words.  

A more recent spreading activation model that incorporates lexical as well as conceptual 

aspects was established by Bock & Levelt (1994): 
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Figure 4. Bock & Levelt’s (1994) spreading activation model (Bock & Levelt 1994: 951) 

 

 
 

Bock & Levelt (1994) assume that our knowledge of words exists at three different 

levels: a conceptual level, a lemma level and a lexeme level where the conceptual level is 

comprised of concepts, the lemma level of the syntactic aspects of word knowledge and the 

lexeme level a word’s phonological properties (Levelt 1989). Spreading activation models like 

this one which incorporate conceptual, syntactic and phonological knowledge are thought to 

offer the most realistic picture of the mental lexicon (Posner & Snyder 1975, Neely 1977, 1991, 

Marcel 1983), but if this is how words are organised in the mental lexicon, how are they then 

accessed in it? This question is addressed in Section 4.2. 

 

4.2. Lexical access 

 

Theories of lexical access generally agree that word retrieval occurs in two stages: a first stage 

known as lemma access (which is the mapping from a conceptual representation to a lemma 

(an abstract conceptual form of a word that has been mentally selected for utterance in the early 

stages of speech production but has not yet assumed its phonological form)) and a second stage 

called phonological access (the mapping from the lemma to its phonological representation) 

(Fromkin 1971, Garrett 1975, Potter & Faulconer 1975, Fay & Cutler 1977, Kempen & 

Huijbers 1983, Dell 1986, Butterworth 1989, Glaser & Glaser 1989, Levelt 1989, La Heij 1990, 

Levelt et al. 1991, Roelofs 1992, Bock & Levelt 1994). The relationship between lemma 

selection and phonological encoding, however, has been subject to serious debate. While some 

models of lexical access assume that lemma selection is completed before the activation of any 

phonological information (see Levelt 1989 and Roelofs 1997, for example), other researchers 

have found indications that this may not be so (e.g. Peterson & Savoy 1998, Cutting & Ferreira 
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1999). In light of that newfound evidence, Dell et al. (1997) went on to develop a new model 

of lexical access which preserved earlier models’ distinctions between lemma selection and 

phonological encoding but denied that those stages were modular.  

For Dell et al. (1997), lexical knowledge is embedded in a network of three layers: a 

semantic layer, a word (or lemma) layer and a phonological layer as in Figure 5 where each 

unit in the word layer is connected bidirectionally to their semantic and phonological features 

allowing activation to spread in a top-down fashion from semantic units to word units to 

phonemic units and bottom-up from phonemic to word to semantic units. Being nonmodular, 

Dell et al.’s (1997) later stages may begin processing before the earlier ones have finished 

(cascading) and processing at the later levels may influence that at earlier ones (feedback): 

 

Figure 5. An illustration of a lexical network in the two-step lexical access model of word 

retrieval (Dell et al. 1997: 805) 

 
 

Dell et al. (1997) have actually been known to use their model to explain the error 

patterns one might observe in aphasic people with anomia. They argue that two steps are 

involved in the word retrieval process, lemma selection and phonological encoding, and that 

breakdowns at each can give rise to the speech errors we see in anomia.  

In a scenario where a picture of a cat is presented to a person, they say, visual processes 

outside of the model will immediately identify that the concept illustrated by the picture is a cat 

and activate the semantic features of that concept. This activation then spreads through 

bidirectional excitatory connections for a fixed number of time steps according to a linear 

activation function until all three network levels are active, and in addition to the target word 

unit CAT, semantic neighbours such as DOG can become activated through shared semantic 

nodes, as can units such as MAT, CAT and CAN which, as phonological neighbours, can receive 

cascading activation from phonemes shared with the target. This first stage of the word retrieval 

process concludes with the most highly activated word being selected for retrieval, but this 

process is not always as straightforward as one might think, they point out. A semantic or 

phonological neighbour of the target word may well be selected if their activation levels exceed 

that of the target. This is an all too common occurrence in people with anomia.  

This ties in with an explanation of anomia with the transmission deficit (TD) model in 

terms of the strength of the network connections that transmit activation to the representations 

involved in the retrieval of words (MacKay & Burke 1990, Burke et al. 1991). According to 

MacKay & Burke (1990) and Burke et al. (1991), semantic anomia occurs when the strength of 

connections among semantic representations become too weak through damage to transmit 

enough activation to the target word’s semantic representation in the mental lexicon for it to be 
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retrieved, while damage to connections among phonological representations can result in 

phonological anomia by making them too weak to transmit sufficient activation to target words’ 

phonological representations for their retrieval.  

Phonological errors can also occur in the second stage of the word retrieval process, 

Dell et al. (1997) argue. In this stage, a chosen word is activated and activation spreads for 

another fixed number of time steps. As is the case for lemma selection, activation spreads both 

upwards and downwards during the phonological encoding process meaning that nodes other 

than the ones directly connected to CAT can be activated. The most highly activated phonemes 

are then selected for retrieval and errors occur when one or more phonemes are more active 

than those of the target word. This can result in real word phonological errors such as mat, sat, 

and can for cat and even nonword phonological errors such as lat. 

Some variables have been said to influence how easily words are accessed in the mental 

lexicon (Carroll 2008). Among these are lexical factors such as typicality and frequency but 

perhaps the biggest influence on lexical access is a contextual factor known as priming. It is 

widely agreed that the processing of lexical items is affected by their preceding context; that 

people will tend to process a word more quickly and accurately when they have previously been 

exposed to a similar word (Goldinger et al. 1989, Marslen-Wilson & Zwitserlood 1989, 

Slowiaczek & Hamburger 1992). Word retrieval experiments for example have shown that 

people will tend to retrieve a word like boy more quickly if they have previously been exposed 

to a word like girl as opposed to something unrelated due to their similarity in meaning 

(semantic priming) and a word like orgasm more quickly if they have been previously exposed 

to a word like organism than something unrelated due to their similarity in sound (phonological 

priming) (McDonough & Trofimovich 2008).  

In fact, it is precisely because phonological priming is known to affect lexical access 

that phonemic cueing tasks (which make use of it) are used in the treatment of phonological 

anomia, but how exactly does phonological priming occur and how can it improve word 

retrieval in phonological anomics, one might wonder? Sections 5 and 6 address those very 

questions. 

 

5. Phonological priming and its influence on lexical access 

5.1. Phonological priming in spoken languages 

 

Phonological priming of spoken words refers to the improved recognition or retrieval of targets 

when they are preceded by primes that resemble them phonologically by sharing one or more 

of their constituent phonemes (James & Burke 2000). In phonological priming experiments, 

participants are typically presented with two words (a prime and a target) and asked to perform 

a task on the second to determine the effect hearing a prime has on the processing of a target 

(Pitt & Shoaf 2002).  

In 1987, Slowiaczek et al. reported the results of three phonological priming 

experiments. In each of their three experiments, subjects were tasked with accurately 

identifying the target words before and after the provision of a prime. In the first experiment, 

the primes and targets were all real words and their shared phonemes appeared word-initially. 

Facilitatory effects were found for all of the primes. In the second experiment, nonwords were 

used as primes and similar effects were observed. Finally, in the third experiment, real word 

primes and targets were used once more, but rather than them being in word-initial positions, 

the shared phonemes were in word-final positions. Facilitatory effects were observed in the 

third experiment as well. 

Slowiaczek et al. (1987) explained their results in terms of McClelland & Rumelhart’s 

(1981) interactive-activation model of word recognition which like Dell et al.’s (1997) two-

stage model of word retrieval assumes that phonemes and words exist on separate levels of 
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representation with excitatory activation passing between them. They argued that when a 

phonological prime is activated in the lexicon, the nodes for its phonemes are too and spread 

activation upwards through phoneme-to-word links to all other words that share those 

phonemes. These words remain partially active for a brief period, they claimed, allowing 

successful retrieval of the target word to be accomplished more easily than it would have been 

had a number of candidates for it to be selected from not been activated. 

The results of other studies in the phonological priming literature would suggest, 

however, that effects largely depend on the extent to which primes’ and targets’ segments 

overlap. When primes overlap with targets by a small number of segments as was the case in 

Slowiaczek et al.’s (1987) study, facilitatory effects tend to be reported (e.g. Goldinger et al. 

1992, Slowiaczek & Hamburger 1992, Hamburger & Slowiaczek 1996, 1999, Goldinger 1999, 

Spinelli et al. 2001) but when too many segments overlap inhibition of processing can be 

observed (Slowiaczek & Hamburger 1992, Hamburger & Slowiaczek 1996, 1999, Dufour & 

Peereman 2003).  

Slowiaczek & Hamburger (1992), for example, conducted a priming experiment on 

targets preceded by primes that had no phonemes in common and therefore did not bear any 

phonological similarity to each other (e.g. clump (prime) and green (target)), primes that shared 

one phoneme with the target (e.g. goals (prime) and green (target)), primes that shared two 

phonemes (e.g. grope (prime) and green (target)) and primes that shared three (e.g. grief (prime) 

and green (target)) (Dufour & Peereman 2003). They found that response times were faster 

when primes shared one phoneme with the target than when there was no phonological 

similarity, but that the facilitatory effect decreased as the degree of phonemic overlap increased. 

This pattern of results led the researchers to conclude that too much similarity between a prime 

and a target can cause competition between the two during the word retrieval process and inhibit 

the target word’s retrieval (Dufour & Peereman 2003). They argued that if there is a large 

phonemic overlap between a prime and a target, when the target is processed its prime is easily 

reactivated and acts as a strong competitor for retrieval, slowing down (and occasionally 

preventing) retrieval of the target word. When there is only a single phoneme overlap, however, 

the prime is not as easily reactivated and so does not interfere with the processing of the target 

(Dufour & Peereman 2003).  

This can explain why priming with word-initial phonemes of targets in phonemic cueing 

treatments for phonological anomia can improve word retrieval but are not known to inhibit it. 

Because the primes used in phonemic cueing tasks are phonemes, not words, they cannot act as 

competitors for retrieval (except perhaps in cases where a single phoneme may be analysed as 

a word in its own right like /aɪ/ as the personal pronoun I). In Section 6 we will take a look at 

these phonemic cueing techniques in more detail before making some suggestions for their 

adaption for use with signed language users.  

 

5.2. Phonological priming in signed languages 
 

Most theories of phonological priming have been based on studies of spoken languages with 

relatively few examining how phonological priming takes place in the mental lexicon of signed 

language users, but this is not very surprising, really, given that until fairly recently most 

phonological research has concentrated on spoken languages rather than on signed ones. 

There is strong evidence to suggest, however, that the same phonological system that 

underlies spoken languages underlies signed languages as well (Sandler & Lillo-Martin 2006), 

and if it is the case that their phonological systems are the very same, it should follow that 

phonological processes occur in each modality in the same way. Parallels were first drawn 

between the phonologies of spoken and signed languages by Stokoe in 1960 who classified 

signs according to the shape of the hand, the location of the hand in relation to the body and the 
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movement of the hand through the signing space. He proposed that signs are constructed from 

a limited set of formational elements drawn from three articulatory parameters: handshape, 

movement and location (Stokoe 1960, Stokoe et al. 1965) which are formally analogous to the 

three phonological parameters of speech production: voicing, place of articulation and manner 

of articulation (Chomsky & Halle 1968). Just as the voicing, place of articulation and manner 

of articulation parameters of spoken languages combine to produce phonemes, he said, the 

handshapes, movements and locations of signed languages come together to create the smaller 

phonological units of signed language phonology, cheremes (Stokoe 1960).  

Some of the most commonly used handshapes in signed languages are FLAT HAND, FIST 

HAND and CUPPED HAND (Ottenheimer 2012). Rather self explanatorily, in a FLAT handshape 

the hand is flat, in a FIST handshape the hand is rolled into a fist and in a CUPPED handshape 

the hand is curved as in Figure 6 in which a FIST handshape, FLAT handshape and a CUPPED 

handshape are labelled a, b and c: 

 

Figure 6. Some handshapes of a signed language (adapted from Ottenheimer 2012: 123) 

 
               a                         b                         c                                

 

Any one of these handshapes can then be combined with a movement (such as UP, 

DOWN, TOWARD THE BODY, AWAY FROM THE BODY or ACROSS THE BODY) and a location 

(such as FACE, HEAD or UPPER BODY) to form a chereme, which can together combine with 

other cheremes to make up a sign. 

Psycholinguistic studies in more recent years have gone on to explore whether the 

phonological priming that occurs in spoken languages can occur in signed languages as well 

(Carreiras et al. 2007). Corina (2000), for instance, conducted a series of experiments to 

investigate whether phonological parameter values of signs could be used for priming. Since 

phonological priming would be indicated by faster response times when a sign was preceded 

by a phonologically related sign, compared to an unrelated sign, Corina (2000) used a lexical 

decision task where deaf signers would view two sign stimuli in succession and be asked to 

decide whether the second sign was a true sign or a nonsign. The sign pairs either shared the 

same movement, the same location, or were phonologically unrelated (i.e. shared no 

phonological parameter values). Corina (2000) found no evidence for priming with either 

movement or location, which contrasted with results from an earlier experiment she conducted 

with Emmorey in 1993 in which lexical decision tasks revealed facilitatory effects when signs 

shared the same movement as the stimulus and inhibitory effects for lexical access when they 

shared the same location. When pairs of signs and stimuli shared a common handshape neither 

facilitation nor inhibition was found (Corina & Emmorey 1993). 

Corina & Hildebrandt (2002) investigated priming in signed languages with the 

movement and location parameters, but found no evidence to suggest that priming occurred 

with either of the two. Dye & Shih (2006), on the other hand, have reported data from users of 

BSL which showed evidence of facilitatory effects for both movement and location. 

Now, although the results of psycholinguistic studies examining phonological priming 

with handshape, movement and location in signed languages have been decidedly mixed, I 

would like to argue that this inconsistency may well be because these studies have only made 
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use of the loose phonological parameters identified by Stokoe in 1960 and by doing so have not 

actually accounted for phonological variation within those parameters.  

We know from studies such as those of Sandler (1989), van der Hulst (1993), Brentari 

(1998) and van der Kooij (2002) of the variation within the phonological parameters of signed 

language. Sandler (1989), for example, pointed out that while handshapes may be flat, curved 

or fisted, the presence or absence of the fingers and thumb and their individual configurations 

when they are present can give rise to a number of handshapes that are flat, curved or fisted. 

Either one, some or all of the fingers may be present in a handshape and the thumb may be 

either present or absent. By the same token, the extremities that are present may be open (i.e. 

extended), closed (bent at the joint so that the tip of the finger or thumb makes contact with the 

palm), curved (extended but bent at the joint nonadjacent to the palm), bent (bent at the base 

joint but not so much so that the tip of the finger or thumb touches the palm) or even spread 

(fanned).  

It would be naïve to think that signers would be insensitive to such variation. We 

certainly would not assume that speakers are unaffected by it, would we? Consider the 

following example from spoken English. The English word dog is monosyllabic, made up of 

the onset /d/ and the rime /ɒ g/. The word-initial phoneme /d/ in the onset is a voiced alveolar 

stop, so has the voicing parameter value [+ voice], the place of articulation parameter values [+ 

anterior] and [+ coronal] and the manner of articulation value [- continuant]. If the word dog 

was to act as a target in a phonological priming task, it would make more sense for a word (or 

non-word) that shares its word-initial phoneme to act as its prime, rather than a word that shares 

its voicing parameter value. This is because there is only one voiced alveolar stop in the English 

language, but there are a number of other voiced sounds, including the voiced obstruents [b], 

[g], [v], [z], [ʒ], [ð] and [dʒ] as well as the sonorants [m], [n], [ŋ], [l], [ɹ], [j], [w], [i], [e], [ɛ], 

[a], [ɑ], [ɔ], [o] and [u], to name but a few. A methodology that primes with phonemes would 

be likely to yield more reliable results than one that primes with parameter values as it could 

control better for variation.  

Recall from Section 5.1 that in analogy to the phonemes of spoken words, Stokoe (1960) 

argued for the existence of cheremes, a discrete set of meaningless units that combine to 

produce a potentially infinite set of signs (Stokoe 1960). I would like to argue that if 

psycholinguistic studies on sign processing had been more like the studies on word processing 

and controlled for variation by selecting signs that share a chereme with the target as prime 

stimuli rather than signs that share a handshape, movement or location, they would have 

evinced more positive priming results. We would not expect two people with a bacterial 

infection to recover at the same rate if one was administered antibiotics and the other placebo 

pills, so why would we expect two different types of prime to have the same effects? It makes 

sense to predict that phonological priming will occur equivalently in each modality if the primes 

that are used in one modality are equivalent to the primes that are used in the other, but surely 

not if they are not. It would be interesting to see then whether signs that are selected as primes 

by virtue of them sharing a chereme with the target could facilitate word retrieval (or even 

whether cheremes alone could), as this could have serious consequences for the treatment of 

phonological anomia in aphasia. 

 

6. Some suggestions for the treatment of phonological anomia in signed languages 

 

The stimuli used in phonemic cueing tasks for the treatment of phonological anomia in spoken 

languages tends to be a set of line drawings that are presented to patients to be named on 

confrontation (Snodgrass & Vanderwart 1980). Patients are given a time limit within which 

they must name a target and if they are unable to respond or instead respond with an error, their 

response is recorded as incorrect (Nickels 2002, Greenwood et al. 2010). If a patient fails to 
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name the target correctly within the given time limit, a phonemic cue is provided by the 

clinician to prime it, which is usually the initial phoneme of the target (Hickin et al. 2001). 

Processing of the phonemic cue is said to activate its own underlying phonological 

representation as well as the phonological representations of all words beginning with it (which 

includes the target word, of course). Following the cue, the subject is then given another time 

limit within which they must try the target once more. The phonological representation of the 

target word is said to remain partially active at this stage, allowing phonological encoding to 

be accomplished more easily (Schriefers et al. 1990, Meyer & Schriefers 1991). Responses are 

recorded as incorrect or correct in the same manner as before and the percentage of correctly 

named items post-treatment is compared with the percentage of words correctly named pre-

treatment to measure the treatment’s efficacy. 

In light of the existence of cheremes, I am keen to suggest that the phonemic approach 

to intervention for spoken word retrieval could easily be adapted for use with signed language 

users provided that cheremes can prime signs in the way that phonemes (their spoken language 

equivalent) can prime words. If this is so, the same methodology could be followed, but rather 

than clinicians providing patients with a phonemic cue when they have been unable to produce 

the target, they could offer a cheremic cue instead. The cheremic cue could then prime the target 

sign by activating its underlying phonological representation, making it more accessible and 

therefore easier to retrieve from memory.  

 

7. Conclusion 

 

To summarise, aphasia is an impairment of language that follows damage to the language area 

of the left cerebral hemisphere. Extensive research into aphasia in hearing individuals has 

identified robust patterns of breakdown across a number of spoken languages. We know from 

this research that the two most common forms of aphasia include Broca’s aphasia (a non-fluent 

expressive aphasia) and Wernicke’s aphasia (a fluent receptive aphasia) but that the symptom 

most commonly associated with all of the aphasias is anomia, an impairment of language which 

causes word retrieval difficulties. People with anomia may be unable to access words at all, or 

produce frequent word errors like semantic paraphasias such as calling a chair a table (Howard 

& Orchard-Lisle 1984, Kay & Ellis 1987, Hillis et al. 1990) or phonological paraphasias such 

as calling a cat a tat (Atkinson et al. 2005). 

By contrast, there has been scant research into the impact of aphasia on sign language, 

but from the few studies that have been conducted we know that many of the patterns described 

above also occur in signed languages; the non-fluent/fluent dichotomy has been described by 

Poizner et al. (1987) for example and there have even been individuals reported to have sign 

finding problems as a symptom of their aphasia (Chiarello et al. 1982, Marshall et al. 2004). 

There are more specific parallels in the nature of aphasic errors, however. For example, in sign 

aphasias we observe semantic errors that are caused by semantic anomia where signers sign a 

semantically related word instead of the target word and phonological errors that are due to 

phonological anomia which entail signers making use of the wrong phonological parameter(s) 

or chereme(s) in a sign. 

Up until recently, the emphasis of previous studies has been placed on the treatment of 

semantic anomia in spoken languages (Hickin et al. 2002). Treatment of phonological anomia 

in spoken languages has been studied too, but to a lesser extent, and treatment of phonological 

anomia in signed languages has been largely overlooked. Phonological anomia in spoken 

languages is often treated with phonemic cueing tasks in which phonemic cues are provided to 

patients to phonologically prime a target word and facilitate its retrieval, since phonological 

priming has been shown for some time now to improve lexical access (Marslen-Wilson & 

Welsh 1978, Goldinger et al. 1992, Coltheart et al. 2001, Carreiras et al. 2005).  
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In previous psycholinguistic studies of sign processing, however, the effects of priming 

on lexical access have been decidedly mixed. I argued that this may well be because in such 

studies, distinctions between signs are based on parameter values, and signs are selected as 

primes by virtue of them sharing the same handshape, movement or location as the target word. 

This means that variation within each of the parameters is neglected, and it would be naïve to 

believe that sign processing is insensitive to such variation. In psycholinguistic studies of word 

processing, however, prime stimuli are selected due to them sharing their word-initial phoneme 

with the target. Since Stokoe (1960) has argued for the existence of cheremes (the signed 

equivalent of phonemes), I suggested that if we better control for variation within parameters 

by selecting signs that share a chereme rather than a phonological parameter value with the 

target as prime stimuli, results would be more reliable and may well evince the positive priming 

effects that we see in spoken language studies. That said, I went on to suggest that if this was 

the case we could very easily adapt the current phonemic cueing tasks used to treat spoken 

language phonological anomia to make them suitable for signed language users. Rather than 

providing phonemic cues to improve lexical access, we could provide cheremic cues instead. It 

would be interesting to see whether this could help signers with phonological anomia with their 

word retrieval, though additional research to test the success of cheremic priming in signed 

languages would of course have to be conducted before we could attempt to use it clinically. It 

is about time deaf people had access to phonological therapy in the way that hearing people do, 

and given the rise of signed language phonology, there really is no excuse for them not to. 
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Abstract 

 

The literature on phonological variation and change has reported that a process of dialect 

levelling amongst Arabic varieties spoken in urban settings has been in operation. Iraqi Arabic 

dialects and those spoken in neighbouring areas that are akin to them are believed to be 

undergoing such a process as a result of different factors. This article assesses whether this 

process is occurring in the variety of Arabic spoken in Mosul, Iraq.        

Notwithstanding various comments referring to the supplanting of Mosul Arabic 

(henceforth MA), this paper presents evidence that the variety appears to be resisting the 

levelling that is currently occurring in other parts of Iraq. The results show that [q], one of the 

traditional features of MA, is still robustly maintained by speakers of MA stratified by gender, 

age and social class. The article suggests that the social meaning attached to this sound and the 

type of relationships maintained within the community of MA are the best possible factors that 

can be adduced to explain its preservation since this particular sound defines, at least 

linguistically, the community of MA. 

 

1. Introduction 

 

Recent decades have seen considerable theoretical as well as methodological strides in the 

variationist research, notably in the realm of phonological variation and change. Labov’s 

Martha’s Vineyard study (1963) has sparked an upsurge of research interest in elucidating the 

multi-dimensional trajectories of phonological change through exploring inter- and intra- 

speaker variation (Foulkes & Docherty 1999). A key more recent offshoot of this strand of 

research is the theme of levelling. Levelling, or supralocalisation, is a phenomenon whereby 

natives of certain traditional dialects gradually abandon their traditional linguistic features, 

whether by choice or under duress, in favour of competing equivalents of a broader regional 

usage. Thus, features which make different dialects distinctive smooth out or completely vanish 

(Trudgill 1986: 98, Williams & Kerswill 1999: 149). Hinskens (1993: 11) defines levelling as 

a process in which the number of structures distinguishing a dialect from other varieties 

decreases, including those features socially perceived as prestigious and standard. 

As a contact-induced process, levelling is seen as a process facilitated by inter alia increased 

mobility and immigration in a particular area. Dialect levelling (or more appropriate in this 

study, accent levelling) has become a focus of research and discussion in particular with 

reference to British English. Scholars such as Trudgill (1986), Kerswill (1996a) and Britain 

(1997) have extensively examined levelling as they tracked changes triggered by dialect 

contact, which has in turn been brought about by the social upheavals that have been taking 

place in Britain since the twentieth century.  

Dialect levelling has also been a recurrent theme in the literature, the applicability of 

which is extending well beyond the Anglocentric sphere. A number of studies followed the 

British pattern to include many parts of Europe such as Norway (e.g. Kerswill 1996b, Haug 

Hilton 2010, Røyneland 2009) and France (e.g. Armstrong 2001, 2002, Temple 2001, Esch 

2002, Hornsby 2002, Pooley 2002, Lodge 2004, Boughton 2005) as well as areas beyond 

Europe such as the Arab world (e.g. Gibson 2002, Manfredi 2012) to name but a few. 
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2. Iraqi Arabic dialects 

 

Of the various varieties spoken in Iraq, Iraqis are known for speaking a nation-wide variety 

called Iraqi, also known as Mesopotamian, Arabic. Iraqi Arabic (henceforth IA) is a continuum 

of Arabic varieties spoken in the Mesopotamian basin of Iraq, which extends beyond Iraq’s 

territory to include adjacent parts of neighbouring Syria, Turkey and Iran. IA is predominantly 

centralised in Iraq and is the mother language to over 80% of the Iraqi people (Peoples & Bailey 

2011: 298).   

Blanc (1964) established a bipartite linguistic classification of IA that has remained in 

fashion throughout much of the work on the spectrum of Arabic dialects spoken in the 

Mesopotamian area. He charted the division of the dialects of Mesopotamia into two main 

dialect groups, qeltu and gilit8 dialects, coined from the realisation of the 1st person singular 

past tense of the verb ‘say’. Jastrow (1978) classified the qeltu dialects into three further groups: 

the Tigris, Euphrates, and Anatolian group. The qeltu group includes Maslawi Arabic 

(henceforth MA), as well as ethnically-based dialects such as Christian Baghdad (CBA) and 

Jewish Baghdad Arabic (JBA) (See Diagram 1 below).   

 

Diagram 1. Iraqi Arabic dialect classification based on Blanc (1964) and Jastrow (2006) 

 
There is, in fact, no definite geographical feature dividing the two dialect areas and there 

are areas of variation where both may be heard. However, Holes (2007: 124) notes that an 

isogloss can be drawn between these two main Iraqi dialect groups (as illustrated in Figure 1); 

it runs approximately between the town of Falluja on the Euphrates River and the town of 

Samarra on the Tigris.  

The qeltu dialects are spoken by Muslims north of Baghdad (e.g. Mosul and Tikrit) and 

by Christians and Jews in the whole dialect area which extends from Baghdad up to northern 

                                                 
8 This is the nearest transliterated form of this term to how it is pronounced in Iraqi Arabic although other forms 

exist (e.g. gelet as in Abu Haidar 2007). 

http://en.wikipedia.org/wiki/Baghdad_Arabic_(Jewish)
http://en.wikipedia.org/wiki/Baghdad_Arabic_(Jewish)
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Iraq, northeastern Syria and southern Turkey. The majority gilit dialects are spoken in the rest 

of Iraq, and parts of Iran and are akin to Najdi Arabic, a variety spoken in northeastern Arabia 

(Biadsy et al. 2009: 55).   

 

Figure 1. The distribution of qeltu and gelet dialects in Iraq and beyond (based on Collin 

2009: 250) 

 

 
 

3. Mosul 

 

The capital of Nineveh province, Mosul is a city in northern Iraq. It is Iraq’s third largest city 

and the major metropolitan centre in the northern region of Iraq (Figure 2). Situated some 363 

km northwest of Baghdad, Mosul is sandwiched in a hilly area between the mountains in the 

north and east and the Al-jazeera desert in the south and the west. The Tigris River divides the 

city into two parts. These two parts are locally known as Sahel Al-ayman ‘Right bank’ and 

Sahel Al-ayasar ‘Left bank’. Both banks contain a sprawling web of historic as well as newly-

built neighbourhoods.  
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Mosul’s society is often depicted as a kaleidoscope of different ethnicities and religious 

groups that include Arabs, Christians, Kurds, Yazidis, Turkmen, Kaka’is and Shabaks. 

Corresponding to this variety of inhabitants is a number of languages ranging from Arabic, 

Neo-Aramaic, and Kurdish to Shabaki and Turkmen. Arabs constitute the majority of the 

inhabitants in Mosul and their areas are found on both banks of the city. The areas of the other 

ethnic groups can be found largely on the right bank. Although these ethnic groups have their 

own languages, they still speak Arabic, which acts as the lingua franca that binds the different 

population groups of Mosul into a whole.  

 

Figure 2. Map showing the geographical location of Mosul in Iraq 

 

 
 

3.1. Maslawi Arabic (MA) 

 

MA is the Arabic variety spoken by the people of the city of Mosul in northern Iraq, 352 km 

north of Baghdad. Thanoon (2010) claims that the origin of the Mosul dialect can be traced 

back to the Arab tribe, Bani Tamim, who settled in Iraq in pre-Islamic times. MA is influenced 

by the languages of the ethnic groups of Mosul such as the Kurds, Turkmen, and Christians 

(Ibid.). Irrespective of their ethnic or religious backgrounds, all Maslawis speak MA with some 

differences. Blanc (1964: 164) notes that MA is akin to CBA in that both share noticeable 

similarities. Still, each variety has some exclusive linguistic features that distinguish one from 

the other. 

 

 

 

 

http://en.wikipedia.org/wiki/Arabic_language
http://en.wikipedia.org/wiki/Neo-Aramaic_languages
http://en.wikipedia.org/wiki/Kurdish_language
http://en.wikipedia.org/wiki/Shabaki_language
http://en.wikipedia.org/wiki/Armenian_language
http://en.wikipedia.org/wiki/Kurdish_people
http://en.wikipedia.org/wiki/Turkmen_people
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4. Levelling in MA 

 

Levelling is believed to be occurring in qeltu varieties, not least in MA, in that some of the 

defining linguistic features of the qeltu group are losing ground to supralocal ones (e.g. gilit). 

Although no previous surveys of dialect levelling have been carried out on MA, anecdotal 

evidence, however, can serve as an indicator of the occurrence of this process. Early remarks 

germane to the issue of levelling, albeit impressionistic in nature, can be found in Palva (1983: 

101) and Abu-Haidar (2007) who claim that levelling is underway in the qeltu dialect group. 

The quotes below are separated by more than two decades, yet they both agree on the 

occurrence of levelling in qeltu speaking areas, including Mosul. Palva (1983: 101) states: 

 

Due to the radical change in the modern society, local dialects are today exposed to 

substantial linguistic interference. On the other hand, qeltu dialects represent almost 

everywhere a geographically recessive type. In Iraq and in the Syrian town Der iz-Zor 

they are losing ground to the dominant gilit dialects, and in Anatolia to Turkish and 

Kurdish. In many places in Anatolia the socio-religious minorities have already become 

extinct or have left the area, and many dialects will become extinct during the next 

generation.  

A similar observation is also made by Collin (2009) whose personal communication 

with scholars like Farida Abu-Haidar and Clive Holes has led him to conclude that levelling 

tendencies are afoot in Mosul as well as other cities in northern Iraq and that the boundary 

between the dialects of Mosul and Baghdad is drifting further up to the north:  

 

Tikrit was once a qeltu-speaking town. Nowadays, the majority speak gelet. Mosul is 

going that way too. Kirkuk pre-1979 was predominantly Turkoman-speaking. By the 

time of the invasion in 2003, the Turkomans had become a minority and you could find 

all kinds of southern and central gelet varieties throughout Kirkuk. (Abu Haidar, p.c. 

cited in Collin (2009))  

Collin goes further to refer to Abu Haidar’s claim that the influence of Baghdad plays a 

major role in the current change in those areas given the status of MBA as a prestigious norm 

for the young to imitate. Capitals are typically depicted as modern, cultural centres whose 

dialects are nationally perceived as the prestigious varieties. Baghdad is no exception. Its 

dominant gilit variety is viewed as the nation-wide variety spoken by and intelligible to a large 

part of the Iraqi people. That is why this variety is diffusing to major population centres in the 

northwest of Iraq like Mosul (Ibid.). Al-damluji (2014) also claims that more “foreign” variants 

are gaining currency in the dialect of Mosul, which seems to be “fighting for survival” amid 

the influence of the Bedouin-type dialects of Iraq. 

The alleged recessiveness of MA is also drawing public interest, receiving an airing in 

the public press, as it frequently appears in the local as well as national papers. For instance, 

Elyas (2013) argues that Maslawis are “fearing the extinction of their dialect” owing to reasons 

similar to those sketched in the next section. Still on the local level, Maslawis in general note 

that their accent is not heard very much nowadays, attributing this to the influence of non-MA 

speaking folks who have flooded the city in recent years for different reasons such as 

urbanisation, and sectarian tensions (more details in Section 5 below). This resulted in a 

demographic change in Mosul in which non-Maslawis have become the majority, according to 

Maslawis themselves.  
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5. Factors behind dialect levelling in Mosul 

 

The precipitating factors often cited in research and commentaries on the occurrence of 

levelling in MA are the unprecedented events (sketched below) that took place in Iraq in general 

and more particularly in Mosul during the past few decades. The social changes brought about 

by such events have collectively led to the disintegration of the traditional community of Mosul 

and consequently led to the retreat in the use of MA. These factors can be described as follows. 

 

5.1. Socio-psychological reasons 

5.1.1 Mobility, contact and accommodation 

 

Mosul has attracted immigrants from far and wide during the last three decades. The influx of 

newcomers (e.g. workers, farmers, and others) to Mosul from other parts of Iraq has at times 

been noticeable, locals claim, given the recognition of Mosul as a major economic and cultural 

centre of the northern region of Iraq. The newcomers who flooded Mosul have had a 

fragmenting effect on the social and demographic structure of Mosul. Such an effect has 

manifested as disintegration of closely-knit social networks and burgeoning of weak ties, 

which, according to Milroy & Milroy (1985), constitute an easy channel through which 

linguistic changes could make inroads into a community. Another linguistic corollary of the 

social network theory of Milroy & Milroy (Ibid.) is that tightly-knit networks, on the other 

hand, tend to preserve localised linguistic forms.  

In this light, the change in the social structure of Mosul brought Maslawis into contact 

with people speaking different varieties. As a result, linguistic accommodation, visibly on the 

part of Maslawis towards the newcomers’ speaking habits has surfaced. Locals claim the variety 

is now more tolerant of non-MA linguistic elements, which are being absorbed by Maslawi 

youth. Mosul, then, appears to be an example of a community in which dialect contact is the 

norm. 

 

5.1.2. Baghdadisation 

 

Baghdadisation, as Duri (1978) put it, is ‘the attachment to everything that is Baghdadi’. On 

the linguistic level, this means the convergence of speakers of other Iraqi dialects on Baghdadi 

Arabic (BA) – usually reflecting the wish of young people to sound like Baghdadis. Maslawis 

themselves comment that Mosul’s young people nowadays tend to Baghdadise (or, as Maslawis 

say, yitbaghdad) in their speech. 

 

5.2. Socio-political factors 

5.2.1. Urbanisation 

 

Urbanisation has been one of the main social changes that developed in the Arab world during 

the past half century (Miller 2004: 177). The effects of these demographic changes were felt 

more readily in the oil-rich countries whose economic boom led to the urbanisation of large 

areas and consequently promoted linguistic variation and change (Bassiouney 2009: 114). This 

is true of many Arab countries including Iraq.  

 

5.2.2 Bedouinisation 

 

A major consequence of the urbanisation movement is the so-called Bedouinisation. Already 

in operation in Baghdad (Abu Haidar 2006a), Mosul has been the recipient of people of Bedouin 

background over the past decades. This movement ensued for several reasons such as: 
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a) Rural to city movement.  

b) Sectarian conflicts that brought people of different parts of Iraq to Mosul. 

c) Arabisation policy: A government-run policy that involved the displacement of non-

Arabic speaking people of Mosul and other areas during the past decades and 

repopulating their areas with Arabic speaking people of rural and Bedouin backgrounds, 

which further increased the number of Bedouinised groups in Mosul.    

 

5.2.3. Media 

 

The putative role of the media is also reported in enhancing the process of dialect levelling 

(Gibson 2002: 25). Since the third gulf war, there has been an upsurge in the emergence of 

television channels directed at the youth market in which non-standard registers and accents 

(e.g. southern gilit varieties) have, to the detriment of other varieties, become de rigueur. In 

addition to this, there has been greater exposure to Modern standard Arabic (henceforth, MSA) 

through its widespread use in the media. 

 

6. This study 

 

This paper reports preliminary findings of a larger study on phonological variation and change 

in Mosul. The study is concerned with the phonological patterns and the trajectory of change 

in MA. This paper looks at the variable (q), as one of the main differentiating variables between 

qeltu and gilit, to assess whether the process of levelling is occurring in this sound and explain 

why it is (not) happening. 

 

6.1. The variable 

 

Abstractly corresponding to the 21st letter of the Arabic alphabet (ق) (qaf), the sound (q) and its 

dialectal manifestations have received a good amount of attention in Arabic phonology (Al-Ani 

1976: 48). It is one of the features upon which Blanc’s (1964) qeltu-gilit classification is based. 

Like all qeltu dialects, MA is characterised by the retention of the MSA voiceless, unaspirated 

stop [q] in all environments, even in those where it is usually [ɡ] in gilit, as in sooq ‘market’ 

[sɔ:q] v. [su:ɡ]. However, gilit has both variants [ɡ] and [q] in certain distributions (for instance, 

haq ‘right’ [ħaq]).  

(qaf) is also one of the interesting variables in Arabic given its geographical, social, and 

stylistic dimensions in the Arabic speaking communities. Hachimi (2005: 124) notes that 

dialectologists have employed the different realisational variants of (q) to delineate isoglosses 

to mark dialect boundaries of Arabic. This distinction has been in existence since as early as 

the pre-Islamic era (Ibid.). Blanc (1964: 29) notes that Arab sources appear to agree as to the 

existence of, for instance, a sedentary vs. nomad dichotomy based on the different realisations 

of (q). The [q] vs. [ɡ] distinction is still an important marker in establishing the Bedouin and 

sedentary dialectal dichotomy in the Arabic-speaking world (Cadora 1992). This is typified by 

the use of the voiced velar stop [ɡ] as being characteristic of Bedouin varieties while the 

voiceless uvular stop [q] is typical of its sedentary (urban) counterparts. A good example is 

presented by Blanc (1964) whose classification of the group dialects of IA was based upon [q] 

and [ɡ] where the former is characteristic of the sedentary qeltu group of dialects and the latter 

is a feature of the gilit dialects. 
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6.1.1. Previous accounts of (qaf) 

 

(q) is one of the recurrently visited variables in the literature on Arabic speaking communities 

(e.g. Blanc 1964, Cadora 1970, AI-Ani 1976, Abdel Jawad 1981, Holes 1987, Haeri 1991, 1997, 

Al-Wer 2007). These studies have shown that not only does this variable dichotomise 

communities into urban and rural but also it correlates, albeit differently from one dialect to 

another, with a set of social variables such as gender, social class, education, urban/rural 

backgrounds and stylistic levels (Hachimi 2005: 126). For instance, in Amman, Jordan, the 

increasing use of the standard variant [q] was found to be associated with formality of style and 

level of education, and was also found to be favoured by men and fellahin ‘rurals’ (Ibid.). This 

same variable is also now supplanting the traditional variants, [ɡ], [ʔ] and [k] in the speech of 

the Jordanian people in Irbid (Al-Khatib 1988: 87). 

 

6.1.2. Variants of (q) 

 

Having developed differently in the Arabic-speaking world, (q) showcases several variants 

ranging from unvoiced, voiced, palatalised, or even [k], with each variant of these dating well 

back in history (Edzard 2006: 2). A main variant of (q) is the voiceless uvular stop [q], which 

is one of the consonants of the phonemic inventory of MSA (Ryding 2005: 15). This variant is 

still maintained in a number of urban dialects in the Arab world. It is well reported in different 

varieties in Syria, Tunisia, Morocco and Iraq. The voiceless uvular stop also exists in relatively 

few other places in Arabia – particularly in parts of Oman and Yemen (Edzard 2006). 

Another common variant of (q) is the voiced velar stop [ɡ]. This variant can be heard in 

the gilit varieties of IA, the Arabian Gulf countries, and many other Bedouin varieties in the 

Arab world like Upper Egypt Said Misr (Hachimi 2005).(q) is also debuccalised to a glottal 

stop [ʔ]. This variant can be found in Cairene Arabic and several other urban varieties spoken 

in the Levant countries such as Syria and Lebanon (Ibid.). 

 

6.1.3. Phonological change involving /q/ 
 

Researchers attendant on the phonological variation and change of this variable from a 

historical perspective (e.g. Cantineau 1937, Garbell 1958, Johnstone 1963, Blanc 1964, 

Ferguson 1996, Edzard 2006) agree that [q] has witnessed several changes that date back over 

centuries. These changes have been reported in the different varieties of Arabic. Sibawayh, in 

his book al-Kitab, which is considered the first comprehensive and systematic grammar of the 

Arabic language, classified the consonants of the sound system of classical Arabic into two 

main groups: majhurah ‘voiced’ and mahmusah ‘voiceless’. At first, [q] was classified as a 

voiced sound majhour (i.e. [ɡ]). Later, probably in the eighth or ninth century, [ɡ] appears to 

have been devoiced to become (q) (Blanc 1964: 29). Blanc (1969) also argues that this sound 

has gone through a linguistic push chain mechanism in which the Semitic /g/ as part of a triangle 

of velar phonemes (g, k, q), was fronted to [ɡj], [j] and largely developed in Bedouin settings 

into [ɡ] (Edzard 2006). 

This sound has been reported to be undergoing different phases of change in different 

parts of the Arab world surfacing with various manifestations. To illustrate this change in the 

behaviour of (q) variants, let us have a look at the findings reported for this variable in the Arab 

world. On the one hand, Ferguson (1996: 195) notes that [q] is receding in the face of standard 

prestigious norms, although with different interpretations of the notion of standard and prestige 

depending on the community studied. 

In his study on the descriptive grammar of the Palmyra (also known as Tadmur) dialect, 

Cantineau (1934) found that Palmyra’s localised form [q] was being supplanted by the regional 
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standard prestige variant [ʔ]. In Bahrain, speakers of rural Shiites background are shifting from 

their traditional [q] to [ɡ], a characteristic of the urban educated Sunnis (Holes 1987). 

In Iraq, [q] is perceived as an urban variant and is almost a typical realisation in qeltu 

varieties CBA and JBA, although these two communities have dwindled in number and the 

remaining members of these communities have already started adopting the gilit [ɡ] (Abu-

Haidar 1991). Al-Ani (1976) notes that the preservation of [q] is a firmly established feature in 

both Mosul and Tikrit. He reasons that the people of these chief qeltu areas are conservative in 

nature and their lives have seen little change. He also notes that these areas have been exporting 

rather than importing immigrants to other areas, especially to the capital city, Baghdad.  

That said, this is not the whole picture of qeltu in terms of the (q) sound, however. The 

realisational distribution of [q] in other qeltu type varieties such as those spoken in Hit and Ana 

is rather different from Mosul and Tikrit in that it is in an intermediate stage, Al-Ani (1976) 

claims. A great deal of lexical items with (q), especially in Hit, are observed as [ɡ] rather than 

[q]. Furthermore, recent local commentaries (e.g. Abu Haidar 2007) and personal observations 

of the speech of Tikritis, for instance, suggest that [ɡ] in Tikrit is gaining more ground at the 

expense of the traditional [q]. 

 

7. Methodology 

 

The study was carried out from a variationist perspective. This tradition grows out of questions 

to explore the possible contribution of a constellation of linguistic and extra-linguistic factors 

in shaping the phonological variability and change of language varieties. Variationist fieldwork 

approaches have their roots in other areas of language study, including historical and 

comparative linguistics, and traditional dialectology (Chambers & Trudgill 1998). However, it 

was the ground-breaking work of Weinreich, Labov and Herzog (1968) that established the 

modern variationist enterprise (Schilling 2013: 4). The variationist tradition is borne on the 

premise that dialectal variation is not random. Rather, it is governed by what Labov and his 

colleagues called “orderly heterogeneity” whereby regular patterns can be discerned by 

correlating social structure with the linguistic structure. This involves studying populations 

stratified by social parameters such as age, ethnicity, gender and socioeconomic status. These 

parameters are subject to different distributions across communities. Moreover, different 

patterns have emerged from each study conducted since these parameters, although often 

showing common linguistic patterns, are interpreted and thus approached differently by 

researchers (Tagliamonte 2011: 6).  

 

7.1. Data  
 

The dataset upon which the remarks of this paper are based was collected from 16 speakers of 

MA. A total of 539 tokens of (qaf) were coded. A ceiling of one single iteration of the same 

lexical item that contains this sound was adopted to ensure a variety of lexical items for each 

speaker rather than a sample dominated by repetitive words. Established elicitation techniques 

(e.g. informal sociolinguistic interviews, a map task, and picture-naming) were used to collect 

the data. The sociolinguistic interview is one of the most common methods of data collection 

used by variationists (Milroy and Gordon 2008). A typical sociolinguistic interview usually 

comprises questions relating to topics such as demography, community, neighbourhood, etc. 

and is gradually steered towards other preferable issues (Tagliamonte 2006: 39). It is not 

unproblematic to collect enough tokens of certain linguistic features in sociolinguistic 

interviews, especially if one aims to keep the effects of the fieldworker to a minimum (Hilton 

2010: 131). Therefore, different types of elicitation methods were used to obtain enough tokens. 

The first, and main, part of each recording session consisted of informal conversation between 
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the informant and the author as a part of the sociolinguistic interview sketched above. This part 

often started with a conversational module in which a number of exploratory questions centred 

on topics of general interest such as demography, community, neighbourhood, etc. This 

technique serves as an assessment of whether the interviewee shows willingness to talk about 

any particular topic and then the interview progresses into more modules allowing informants 

to extend on any topic that particularly interests them, and to tell stories or narratives 

(Meyerhoff, Adachi, Nanbakhsh, & Strycharz, 2012: 130). These modules can be re-adjusted 

and combined by the interviewer into a larger conversational network in which the course of 

natural conversation is ensured so as to elicit more extended amounts of impromptu, carefree 

speech (Schilling 2013: 93). 

The second part was composed of talk generated by two other techniques of collecting 

data used in the variationist tradition – the picture description task and map task. In the former, 

target tokens were elicited by presenting informants with a set of pictures depicting an event or 

a process, which the informants were asked to describe or discuss each picture. Regarding the 

latter, it involved two participants (i.e. the informant and the author) holding a map with the 

first participant’s map showing landmarks and routes while some of these were missing on the 

second participant’s map and vice versa. The first participant drew the route on his map as 

described by the second participant. The details in the maps were presented in a way to stimulate 

corrections and some discussion until the target was reached. 

 

7.2. Speakers 

 

The 16 speakers recruited for this study were born and raised in Mosul. All of them had recently 

arrived in the UK, with their families, for education and business purposes. MA speakers are 

locally pigeonholed as qiqu – a shibboleth used to describe the prototypical MA speakers 

derived from the use of voiceless uvular stop [q], a well-known feature of qeltu. They are also 

called qhah [qħaħ]: an MA-specific word meaning ‘natives’ to refer to deeply-rooted natives 

of Mosul. The speakers were divided by gender (10 males and 6 females) and grouped into 

three age brackets representing three main broadly-defined life stages: youth (18-30), middle 

age (30-45), and old (50+). Six young speakers were recruited while five speakers were 

recorded for each of the middle and old age cohorts. These three age groups span the three 

generations of MA speakers. In the generational differences that may or may not surface across 

these three generations, in particular between young and old groups, one can discern whether 

or not a change is occurring. The speakers were from two social classes prevailing in the MA-

speaking community: lower middle class and middle class. Speaker selection was facilitated by 

judgment sample, using the widespread “friend of a friend” technique (Milroy 1987: 66). This 

technique involved approaching a local community member to whom the nature of the research 

is disclosed. This person was asked to suggest potentially suitable informants who can fulfil the 

criteria. 

All the informants hail from MA speaking areas, which are largely centred in the old 

alleys in central Mosul on both sides of the city (see Figure 3). These areas are surrounded by 

the seven old gates of Mosul, all within the right bank area (Sahel Al-ayman), and whose 

catchment area includes neighbourhoods and alleys such as Midan, Dawwasa, Sarjkhana, Nabi 

Sheet, Alnajjar, Bab altoob, Jamsheed, Farooq, Alrifa’i, Khatoonia, and Ahmadia. Certain 

MA-speaking neighbourhoods located in the left bank also include Alfaisaliya, Kafa’at, 

Alhadbaa’, Sumer, Andalus and Aldhubbat. 
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Figure 3. A map showing the MA speaking area of Mosul (adapted from Mappery 2015) 

 

 
 

7.3. Procedures 

 

Recording sessions were conducted for the informants in Newcastle, Manchester and Leeds. 

None of the speakers were given any information about the purpose of the recordings until after 

all the sessions had been completed. The recordings were carried out in quiet conditions in the 

subjects’ homes. Obtruding echoes and outside noises were minimised in the recording 

environment, by using a small room. This was provided with soft surfaces such as upholstery 

and folded curtains that can absorb sound waves, thereby reducing echo. All the sessions were 

recorded at a sampling rate of 96.0 kHz with a 24-bit resolution and were then transferred onto 

a computer disk and saved as .wav files.  

The recorder used for conducting these sessions was an Edirol R-09HR High-Resolution 

recorder. Prior to performing the recordings, a test recording was conducted for each speaker 

for a few minutes to ensure better functionality for the whole process before starting the main 

session. 

The tokens extracted from the pool of data were auditorily and acoustically analysed for 

this study using the latest version of PRAAT open-source freeware phonetic analysis software 

(Boersma and Weenink 2014). Foulkes and Docherty (2006) note that integrating instrumental 

methods with auditory analysis can yield some new details unobservable through 

impressionistic measurement and thus can help the researcher to determine the variant 

produced.   

 

8. Results and discussion 

 

All the 539 tokens of (q) were realised with [q] by all speakers of all the social categories (i.e. 

gender, age, and social class) incorporated in the sample. All the extracted tokens contain at 

least one instance of (q) that is realised as a variant other than [q] in other dialects in Iraq to 

gauge whether there is any sign of change/drift towards those varieties with respect to this 
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particular variable. Table 1 shows a sample of the words produced by the speakers and how 

they were realised by them as against how they are realised in gilit.9  

 

Table 1. Table showing a sample of the words extracted for analysis 
 

Word qeltu gilit Gloss 

quul [qu:l] [ɡu:l] say 

qasseer [qasˤɪ:ɣ] [ɡisˤɪ:r] short 

qaed [qɛ:ʕid] [ɡa:ʕid] sitting 

lahaqtu [laħħaqtu] [laħħaɡit] I followed 

urooq [ʔɪʕɣɔ:q] [ʔɪʕru:ɡ] a type of bread 

qroon [qru:n] [ɡru:n] horns 

maslooq [maslɔ:q] [maslu:ɡ] boiled 

fooq [fɔ:q] [fɔ:ɡ] up 

sooq [sɔ:q] [su:ɡ] market 

qasaseeb [qasˤɛ:sˤi:b] [ɡisˤa:sˤi:b] butchers 

sandooq [sˤandu:q] [sˤandu:ɡ] box 

yethooq [ʔɪðu:q] [ʔɪðu:ɡ] tasting 

aqraba [ʕaqqabi] [ʕaɡruba] scorpion 

yeaalqoon [yiʕalqu:n] [yiʕalɡu:n] hanging 

tqoom [tqɔ:m] [tɡu:m] standing up 

yetbaq [yitˤbuq] [yitˤubɡ] standing by 

qumtu [qumtu] [ɡumit] I did 

teaa’liq [tiʕliq] [tiʕliɡ] jumble 

qussa [qusˤa] [ɡusˤa] forehead 

qloob [qlu:b] [ɡlu:b] hearts 

 

One single exception was the word garayib ‘relatives’, which was realised with [ɡ] by 

all the speakers indicating that this word is adopted that way since no alternative words appear 

to be available in the lexicon of MA, it is suggested. The preservation of [q] shows us that MA 

appears to be resisting the levelling of this variant, unlike the case reported in other qeltu 

varieties such as Hit, Tikrit, and Ana as well as other qeltu varieties spoken outside the political 

boundaries of Iraq. This result also corroborates Al-Ani’s (1976) statement that Mosul is 

considered a stronghold for [q]. In addition, the retention of this defining feature provides 

evidence that MA is not destined to be dominated by gilit as was predicted by Abu Haidar 

(2007) and Palva (1983), at least as far as (q) is concerned. This means that, contrary to its sister 

CBA (Abu-Haidar 1991), it could survive as an established variety, at least for generations to 

come, unless conditions (e.g. disappearance of its speakers) similar to those of both CBA and 

JBA occur. 

The reason for this preservation, it is suggested, is that this variant has its own social 

connotations that are strong enough to keep it intact among competitive alternatives. It acts as 

a symbol of Maslawi identity, which the MA-speaking community attempts to assert in view 

of the diluted environment of present-day Mosul. Participants have commented that their dialect 

remains part and parcel of their identity, and thus gives them pride to maintain it and to be 

recognised with it despite the fact they are being dominated by non-Malsawi people. It must 

also be remembered that this variant in particular is so special for Maslawis that even the 

                                                 
9 The pronunciations for gilit are not part of the data collected for this study. Rather, they were provided by the 

author, as a native speaker of gilit, to give the reader a flavour of the differences between the two dialects 

concerning the sound /q/. 
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shibboleths qiqu and qhah by which they are known are based on it. Therefore it survives being 

supplanted even when the community is experiencing external pressures and concomitant 

linguistic change is expected in the variety.  

Another possible reason is the nature of the relationships that exist between the members 

of the MA community. While the newcomers from several parts of Iraq have infiltrated into 

Mosul, it is reported that the MA-speaking community is still clustered around certain areas in 

central Mosul. Moreover, the affinity relationships in the community have not been disturbed. 

Some of my participants mentioned that all qiqu families know each other and still maintain 

relationships over their life span. Therefore, these factors have collectively maintained, to some 

extent, closely-knit ties that connect the community. Under such conditions, Milroy & Milroy 

(1985) note, linguistic traditions most likely tend to remain in use. 

 

9. Conclusion 

 

This paper was an investigation of the process of dialect levelling in the Arabic variety spoken 

in Mosul, Iraq. It was a contribution from a larger project investigating phonological variation 

and change in the same variety. Earlier in this paper, it was shown that several qeltu-type 

varieties are currently undergoing change in this particular sound due to numerous external 

factors. Mosul, which has witnessed a number of social upheavals, is thought to be on the 

march, and thus inevitably stands as a prime site for levelling. The study attempted to assess 

the levelling of [q], a process that has been reported in some qeltu-varieties in Iraq and beyond.  

Given the almost categorical realisation of (q) as [q] by all speakers of all socially-

stratified groups incorporated in the study, there is enough evidence of phonological resistance 

rather than levelling in MA in which [q] is still robust. It is thus not losing its marked features 

like its sister qeltu dialects in Hit and Tikrit as reported in the literature despite the social 

shakeup that resulted from the events mentioned earlier. While the fragmentation of the hitherto 

cohesive demographic fabric of Mosul has visibly intensified as a result of those events, the 

linguistic behaviour of MA speakers, unlike that of the natives of Hit and Tikrit, appears to be 

resisting such a pressure by maintaining close relationships and this is manifested in the 

preservation of identity-defining dialectal features (e.g. [q]). 
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Abstract 

 

This paper investigates the effectiveness of ‘audio-visual media’ as language input for English 

phonological acquisition and defossilization among Chinese-speaking learners of English in the 

Chinese context. Supported by the exemplar theory (Johnson 1996, Pierrehumbert 2001), the 

necessity of native-like phonological input is greatly emphasized. However, in the current 

Chinese context, the phonological input is generally non native-like. Also, given the fact that 

adult learners in China have a fossilized English phonology, it is important to find an alternative 

form of input. Audio-visual media have the potential to become the alternative, on account of 

being a provider of native-like English phonological characteristics and a provider of visual 

cues. The impact of audio-visual media was tested in a natural self-learning setting by 

implementing a pre-test and a post-test on vowel quality. Eighteen Chinese English learners 

participated. Over a half-month period, nine subjects received input from an English TV series, 

while the other nine did not receive any input. The results suggest that audio-visual media can 

have a positive impact on L2 (i.e. second language) phonological acquisition. Audio-visual 

media can also help Chinese L2 English learners break the deadlock in fossilized L2 phonology, 

and thus push forward the development of their interlanguage phonology. 

 

1. Introduction 

 

The present preliminary study aims to test the impact of audio-visual media as language input 

for English phonological defossilization by L2 English learners in China. This project is 

motivated by the need for native-like phonological input in second language research and the 

current situation of English phonological input in China. Native-like input is a necessary 

component in L2 phonological acquisition (see Section 2.1). However, considering the nature 

of L2 English education in China, the English input that Chinese-speaking learners of English 

receive is non native-like. The L2 learner’s interlanguage has obvious characteristics from 

Chinese transfer and has a tendency to be fossilized (Xiang 2009, Chen 2011). The non native-

like phonological input can aggravate learners’ phonological fossilization and impede the 

process of defossilization. Considering this problem, it is essential that we find alternative L2 

English input to better facilitate phonological acquisition and defossilization processes among 

Chinese-speaking learners of English (Zhang Y 2013). Due to the fact that audio-visual media 

simultaneously provide both unmodified target language input in the sound tracks and moving 

visual images, it would appear to be the best alternative form of input to traditional classroom 

teaching in the Chinese context, and this is tested in this study. 

The impact of audio-visual media has gained increasing attention in the past few years. 

However, it is still a new research topic which needs to be comprehensively investigated. Few 

studies focus on testing the impact of audio-visual media on L2 phonological acquisition. 

Therefore, to fill this research gap, an intervention experiment, which consists of a pre-test and 

an immediate post-test, was conducted to test the effectiveness of audio-visual media. The main 

research question addressed was ‘Can audio-visual media have a positive impact on L2 

acquisition of phonology?’ 
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This paper has six sections. In Section 2, the research background, including the 

necessity of native-like language input in L2 phonological acquisition, is presented. The 

problem of English input in China and phonological fossilization is also considered alongside 

the alternative L2 input of audio-visual media. Section 3 introduces the research methodology 

of the experiment. Next, in Section 4, the data analyses and results are outlined. The discussion 

is presented in Section 5 and this paper is concluded in Section 6. 

 

2. Research background 

2.1. Native-like input in L2 phonological acquisition 

 

The past few decades have witnessed a great development of language input research in the 

field of second language acquisition (Gass 1997, Ellis, R 1985, Ellis, R 1994, Krashen 1982, 

Krashen 1985, VanPatten 2004, Carroll 2007, Schwartz 1993, Rast 2008, Ellis N 2009, Piske 

& Young-Scholten 2009). The necessity of language input has been commonly demonstrated 

and acknowledged (Gass 1997). Learners cannot acquire the target language in a vacuum. 

Specifically, phonological input, as an integral part of language input, is undoubtedly essential 

in phonological acquisition. Flege (2009: 175) defines phonological input as ‘all L2 vocal 

utterances the learner has heard and comprehended’. Both native-like and non native-like L2 

utterances are included in this definition. Comparing these two kinds of utterances, Jenkins 

(2000: 207) claimed that native-like utterances are unnecessary, with regard to intelligibility, 

when using English to communicate internationally. Thus the demand for native-like input in 

L2 phonological acquisition is reduced. However, as far as I am concerned, native-like input is 

far more important than non native-like input in L2 phonological acquisition. This viewpoint is 

supported by the exemplar theory (Johnson 1996, Pierrehumbert 2001). 

The notion of exemplar was first introduced from psychological models for the study of 

speech sounds by Johnson (1996). This exemplar model works for both phonological 

perception and production. In this model, every phonological category is represented by ‘a large 

cloud of remembered tokens of that category’ in the mind (Pierrehumbert 2001: 140). The 

categories are systematically organized. The sounds which are perceived as similar 

phonological units are stored closely, while the dissimilar units are stored far away from each 

other. If new phonological tokens are perceived, they will be categorized into the ‘clouds’ 

according to their similarity to the existing tokens. If the ‘cloud’ has more numerous and 

activated exemplars, it will have advantages over the competition (Pierrehumbert 2001: 142). 

Different ‘clouds’ of sound units which are perceived from the linguistic input establish the 

recognition of the phonology of the target language. Phonological input is stored as exemplars 

and production originates from them. In exemplar theory the authenticity of phonological input 

is of great significance. Only if this is native-like can L2 learners locate the ‘clouds’ in the right 

place and thus facilitate their acquisition process in both perception and production.  

From the above explanation, it is obvious that native-like input is of great necessity in 

L2 phonological acquisition. Therefore, phonological input should involve as much native-like 

input as possible. 

 

2.2. The main problem with L2 English input in China and phonological fossilization 

 

There is seemingly a strong desire among the Chinese public to acquire a foreign language 

proficiently for the purpose of worldwide political, economic and cultural communication. 

Governmental policies also encourage the public to learn a foreign language (The Ministry of 

Education of P. R. China 2011). In China, English has an unshakable status, and is considered 

as a very important worldwide communication tool. There has been an upsurge of enthusiasm 

towards English language learning. Though it appears that the whole of Chinese society realizes 
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the importance of English education and seems to be active in popularizing English among the 

public, there are admittedly still many problems in current English language teaching and 

learning. Among the problems, the lack of native-like phonological input is the most prominent 

one.  

In the Chinese context, the phonological input generally comes from ‘teacher-talk’ in 

classrooms. It is the main source of English input that L1 (i.e. first language) Chinese learners 

can receive. According to Li & Wang (2006), more than eighty per cent of English input that 

the learners receive comes from the English language classroom. Liu (2010) obtained a similar 

result on the percentage of classroom input contribution (seventy-eight per cent) in the overall 

L2 English input in China. ‘Teacher-talk’ plays an important role in L2 target language 

learning. However, as is mentioned in Young-Scholten’s work (1995: 111), ‘teacher-talk’ is 

‘typically L1 accented’ in foreign language classrooms. A similar problem is also found in 

Chinese L2 English classrooms, and it appears to be the main notable hindrance in phonological 

acquisition. The overwhelming majority of the language teachers in China are native speakers 

of Chinese but not native speakers of English. The speech that they deliver in classroom 

teaching is not native-like English, especially in terms of phonology (Jia 2011, Li R 2009). The 

English teachers in China are also English learners themselves. Most of them have not had the 

opportunity to go to English speaking countries (Li X 2007, Deng 2007, Xu & Guo 2009, Zhang 

J 2009, Chai & Lu 2009, Tu 2012) and they rarely interact with native speakers of English. 

Therefore, their English phonology is far from native-like, and their speech still carries very 

obvious interlanguage characteristics which come from Chinese phonology and individual 

dialectal accents (Yang & Ren 2009). Another problem which exists in ‘teacher-talk’ in the 

Chinese classroom is that the speech that teachers deliver is exaggeratedly modified. 

Adjustments frequently occur in pronunciation in language classrooms (Henzl 1979). In the 

Chinese context, teachers usually slow down the speech speed, use long pauses when waiting 

for a reaction from students, and accentuate certain words in the speech for emphasis (Li H 

2011). These phonological modifications can potentially make the input much more 

comprehensible for L2 English learners (Loschky 1994, Krashen 2003) and might be beneficial 

for learners when understanding the teacher’s talk. However, they do not benefit the learners in 

phonological acquisition. In a word, ‘teacher-talk’ in China fails to present native-like English 

phonological characteristics. Thus, it is inefficient in facilitating English phonological 

acquisition. Given the fact that non-native ‘teacher-talk’ is the main source of phonological 

input in China, the lack of native-like phonological input is widespread. 

In China, many English learners have a fossilized English phonology due to the lack of 

native-like phonological input. This phenomenon can be explained from the two measures of 

L2 phonological input proposed by Moyer (2009), that is the ‘age of onset’ and the ‘length of 

residence’ respectively. With respect to ‘age of onset’, it refers to the age when a L2 learner 

starts learning the target language. In Moyer’s claim (2009), early ‘age of onset’ is beneficial 

for L2 phonological acquisition. This viewpoint is supported by the ‘critical period’ hypothesis 

in L2 phonological acquisition (Scovel 1998, 2000), whereby puberty is the dividing point for 

speech learning ability. Before puberty, language learners have strong speech learning abilities. 

In contrast, after puberty, the speech learning ability declines due to neural maturation. If 

learners receive exposure to native-like L2 phonological input before puberty, they can possibly 

acquire the L2 phonology successfully. In China, English learners start learning English in the 

classroom from primary school at the age of six (The Ministry of Education of P. R. China 

2011). In other words, they do have an early ‘age of onset’. However, this advantageous effect 

is not manifested in their English phonological acquisition, because the phonological input they 

receive before puberty is generally non native-like. Their knowledge of English phonology 

obtained from ‘teacher-talk’ has traits of Chinese phonology and dialectal accent, and the 

learner’s interlanguage is obviously influenced by L1 transfer. It is argued that L1 transfer is a 
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prominent affecting factor in L2 phonological acquisition and production (Hansen 2006, cf. 

Altenberg & Vago 1987, Benson 1988). Thus, the L1 Chinese learner’s English phonology does 

not develop much before puberty. Considering the fact that exposure to non-native input is 

continuously given after the critical period, when their speech learning ability has declined, the 

L2 learner’s English phonology is highly likely to be fossilized. In terms of ‘length of 

residence’, most L2 English learners in China do not have the experience of living in English 

speaking countries to receive native-like phonological input. This is restricted for various social 

and economic reasons. By 2010 in China, there were 400 million L2 English learners. It is 

expected that there will be a billion English learners by 2020 (Cao 2012). Given the huge 

number of Chinese speaking learners of English, it is impossible that many will have the 

opportunity to go abroad and become immersed in English speaking contexts. Therefore, 

generally speaking, L2 English learners in China have no ‘length of residence’. Without ‘length 

of residence’ in English speaking countries, learners cannot be exposed to native-like English 

phonology, and thus cannot benefit from it to reorganize the exemplar ‘clouds’ and defossilize 

their English phonology. 

Considering the lack of native-like phonological input and learner fossilization in L2 

English phonology, it is desirable to find an alternative form of input which contains 

unmodified native-like English to facilitate L2 acquisition and defossilization. With the 

development of the internet and the opening-up of the media policy in China, audio-visual 

media in English are now widely accessible to English learners in China. Audio-visual media 

contain a large amount of unmodified native-like phonological input, and so it is an ideal 

alternative to ‘teacher-talk’.  

 

2.3. Audio-visual media as alternative phonological input 

 

As language input, audio-visual media has several characteristics. Firstly, it mostly contains 

rich phonological characteristics spoken by native speakers of English. The quantity of audio-

visual media is abundant and is available to the majority of English learners in China. The 

native-like input from audio-visual media has the potential to defossilize the L2 learner’s 

English phonology. Secondly, audio-visual media simultaneously combines moving visual 

images with a sound-track. This combination makes the language input much easier for the 

learners to comprehend and process, because non-linguistic visual cues make the input more 

noticeable (Plass & Jones 2005: 472). Visual cues from audio-visual media can also help L2 

learners recognise the exemplars and process the speech provided in the input. The learners can 

receive the input, including, for example, information about the lip contour, mouth location, 

mouth scale and orientations from the actor and the actress. Fanelli et al. (2009) affirm the role 

of audio-visual fusion in speech processing. They argue that video information provided 

together with the audio can significantly promote the accuracy of recognition. This viewpoint 

has also been approved by Macaluso et al. (2004) and Niyogi et al. (1999). Based on these 

characteristics, it is promising that audio-visual media can positively influence L2 English 

phonological acquisition by L1 adult Chinese learners. Besides these characteristics, audio-

visual media can also convey cultural information, which is interesting to explore. However, 

since it is outside the research scope of the current study, cultural information is not discussed 

in this paper. 

Past studies on the impact of audio-visual media mainly focus on other aspects of L2 

acquisition, such as incidental vocabulary learning (Neuman & Koskinen 1992, Yuksel & 

Tanriverdi 2009, Karakas & Saricoban 2012). Just a few studies have been carried out on L2 

phonological acquisition. From the current literature, Davis and Kim (2001) examine the impact 

of visual speech on the acquisition of L2 Korean by ten native-speakers of English. They 

compared the effectiveness of audio with visual speech (i.e. video) information (e.g. mouth 
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movements, lip contours) and the effectiveness of audio without visual speech information. The 

results revealed that the fusion of audio-visual cues is beneficial when English speakers learn 

Korean. Similar results were found in Ortega-Llebaria et al. (2001). In their study, thirty-six 

Spanish learners of English significantly improved in English phonology with the help of audio-

visual (or video) stimuli. However, evidence demonstrating the impact of audio-visual media 

in the Chinese context is rare. Therefore, the current study contributes to the literature in this 

field and provides pedagogical implications. 

Based on the characteristics and implications of previous studies, it is hypothesized that 

audio-visual media can have a positive impact on L2 English phonological acquisition by L1 

Chinese learners. 

 

3. Research methodology 

3.1. Experimental focus and phonological language background 

 

In the experiment, the focus was on aspects of vowel quality including monophthongs and 

diphthongs. The corresponding phonological language background information is presented as 

follows. 

There are five vowels in Chinese, namely /i/, /y/, /u/, /ə/, /a/. When high vowels occur 

before another vowel, they behave as glides /j, ʮ, w/. /i/ and /u/ can also follow a non-high 

vowel to form a diphthong. For instance, /ai/ and /ou/ are diphthongs which are commonly 

found. However, compared to English, the Chinese diphthongs are less diphthong-like, based 

on the degree of Formant 1 (F1) and Formant 2 (F2) changes (Zheng & Zheng 2011).  

It is also worth noting that there are language-specific phonological constraints in 

different languages (Klima & Bellugi 1979). There are several combinations of consonants and 

vowels which exist in English. However, these combinations are impossible in Chinese. These 

English-specific phonological constraints may be difficult for L1 Chinese-speaking learners. 

For instance, /hi:/ is a commonly seen consonant-vowel combination in English. However, it is 

impossible in Chinese. Chinese speaking learners might have difficulties in pronouncing these 

combinations without exposure to native-like English input. Thus, they might possibly refer to 

their L1 knowledge of phonology and choose the closest pronunciation (e.g. pronounce /hi:/ as 

/hei/). Because of this, there might be a chance that the degree of F1 and F2 changes of these 

vowels in the learner’s interlanguage is higher than it should be in English. 

 

3.2. Research hypotheses and predictions 

 

Given the above discussion of audio-visual media as L2 input, the experimental focus and the 

nature of learners’ L1 phonology, the research hypotheses of the current study are as follows: 

 

1)  Audio-visual media can have a positive impact on English phonological acquisition and 

defossilization of monophthongs. 

2)  Audio-visual media can have a positive impact on English phonological acquisition and 

defossilization of diphthongs. 

 

Given the nature of audio-visual media, it is predicted that it may positively influence 

the L1 Chinese learners’ pronunciation and defossilization of monophthongs and diphthongs. 

 

3.3. Research subjects  

 

Twenty-one Chinese L2 English learners were selected to participate in the experiment. After 

the pre-test, three participants were screened out, on the grounds that they watched films and 
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TV series for relatively greater amounts of time than the other subjects. There remained 

eighteen participants who had similar linguistic and educational backgrounds. At the time of 

testing, the average age of the participants was twenty-two. They had their English education 

in an EFL context from the age of six and they had been exposed to ‘teacher-talk’ in L2 English 

classrooms for about 16 years. All the participants were in China at the time of testing, none of 

the subjects had been to an English-speaking country and their L2 English input was mainly 

from classroom instruction. 

 

3.4. Research materials 

 

In this study, Received Pronunciation (RP) was used as the criteria of measurement. By 

definition, RP refers to the standard accent spoken in the United Kingdom (Wells 1982). When 

choosing the input stimuli and the baseline material, the main concern was whether it contained 

RP. In terms of the input stimuli, a comic TV series made by BBC Two in 2009 called Miranda 

was chosen. The main actress, whose name is Miranda Hart, speaks RP (Another Tongue 2015). 

The first two seasons were adopted in the experiment. Each season included six episodes and 

each episode lasts for about thirty minutes. The total input time of treatment was six hours. The 

chosen TV series provided sufficient consistent phonological input in stimuli during the given 

period and kept the participants interested in the experiment. Also, the TV series provided 

contained visual components, such as lip contours, facial expressions and body gestures from 

the actor and the actress. Considering the negative influence that orthographic input might have 

in L2 phonological acquisition (Young-Scholten 1995, Bassetti 2009), English subtitles were 

not included in the given TV series. With regard to the baseline material, since the Queen’s 

English shows strong characteristics of RP (Cruttenden 2014: 79), the Queen's address to 

Parliament during the Diamond Jubilee was chosen. 

 

3.5. Research procedures  

 

This study was carried out in a natural self-learning setting. This intervention study consisted 

of a pre-test and an immediate post-test. A delayed post-test was considered when designing 

the experiment. However due to the limitations of the research time scale, it was not conducted. 

In the pre-test stage, all eighteen participants were required to record their reading of the 

Queen’s address. After the recordings were collected, the participants were randomly allocated 

to either the experimental group (N=9) or the control group (N=9). During the input period of 

two weeks, the experimental group was asked to watch the given TV series, whereas the control 

group was not. The experimental group watched the TV series (two seasons) just once via the 

internet on home computers individually. They were told to watch the given TV series at their 

own pace and report to the researcher. The control group had no exposure to English input 

during the input period. Meanwhile, none of the participants in either the experimental group 

or the control group received any classroom instruction in English or other types of audio-visual 

media input. Immediately after the input period, all the participants were required to record 

their reading of the Queen’s address again. They were not given time for pronunciation 

rehearsal. The recordings collected in the pre-test and the immediate post-test are the main data 

from the experiment. Table 1 below presents the general research procedures. 
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Table 1. Research procedure 

 

 Pre-test Stimuli input period 

(two weeks) 

Immediate post-test 

Control group (N=9) √ × √ 

Experimental group (N=9) √ √ √ 

 

4. Data analyses and results 

 

All the data were analyzed in the phonological analysis software ‘Praat’. Statistical analyses 

were conducted using SPSS. The next two subsections present the data analyses and results 

from the perspective of vowel quality, including monophthongs and diphthongs. 

 

4.1. Vowel quality - monophthongs 

 

In the examination of monophthongs, it was found that /ɔ:/ had a tendency to be more open in 

participants’ interlanguage in the pre-test. This was observed based on the F1 values from the 

word ‘taught’ in the Queen’s address. Generally speaking, the F1 value represents the vowel 

openness. Compared to close vowels, open vowels have higher F1 values. From Figure 1 shown 

below, it is obvious that the F1 values of both the experimental group (Category 2 in yellow) 

and the control group (Category 1 in green) are much higher than the baseline (Category 0 in 

blue). A statistical comparison made in the F1 values revealed that there was no significant 

between-group difference in the pre-test (p=0.957 > 0.05). Therefore, the performances of the 

two groups are valid for comparison from the starting point. After the input period, the 

experimental group’s mean F1 value was much lower than the control group’s F1 value and 

much closer to the baseline in the immediate post-test. Though the changes that the two groups 

made from pre-test to immediate post-test were not statistically different (p=0.117 > 0.05), I 

argue that audio-visual media had a slight positive impact according to the level of mean F1 

values. 
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Figure 1. Between-group comparison: mean F1 values of /ɔ:/ 

 

 
 

Apart from the finding of /ɔ:/, it was found that the monophthong /i/ in the word ‘office’ 

in the Queen’s address had a tendency to be diphthongal in the pre-test. This finding was based 

on the great rate of change in F1 (representing the vowel openness) and F2 (representing the 

vowel frontness) values in the pre-test. In the analysis, the diphthongal extent was measured by 

using the rate of change (ROC), calculated using the equation ‘(End F value- Start F 

value)/Duration’ (Deterding 2000). Big absolute ROC values indicate great changes. Figure 2 

and Figure 3 below present the between-group comparisons of mean F1 ROC values and mean 

F2 ROC values of /i/ respectively. 
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Figure 2. Between-group comparison: mean F1 ROC values of /i/ 

 

 
 

From Figure 2, it is obvious that in the pre-test, both the experimental group (Category 

2 in yellow) and the control group (Category 1 in green) had a larger ROC value in F1, 

compared to the baseline (Category 0 in blue). Statistical analysis demonstrated the group 

homogeneity in the pre-test (p=1.000 > 0.05). After the audio-visual input period, the 

experimental group’s F1 ROC value dropped and was very much closer to the baseline. 

However, the control group’s F1 ROC value continued to be larger in the immediate post-test. 

Though the statistical results did not show a significant difference between the experimental 

group and the control group in the immediate post-test (p=0.318 > 0.05), the F1 rate of change 

of the experimental group did become smaller. 
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Figure 3. Between-group comparison: mean F2 ROC values of /i/ 

 

 
 

As is shown in Figure 3, in the pre-test stage the F2 ROC values of the experimental 

group and the control group were very similar. Statistical results show that the two groups were 

homogeneous in the pre-test (p=1.000 >0.05). After the input period, in the immediate post-

test, the experimental group’s F2 ROC value significantly dropped down to the baseline level 

(p=0.018 < 0.05). Also, there was a significant difference between the experimental group and 

the control group in the immediate post-test (p=0.009 < 0.05).  

When summarizing the results of F1 ROC values and F2 ROC values, it is obvious from 

Figure 2 and Figure 3 that /i/ pronounced by the experimental group is less diphthongal in the 

immediate post-test, compared to the control group. Thus, the audio-visual media input 

positively influenced the pronunciation of /i/ in the word ‘office’. 

 

4.2. Vowel quality - diphthongs 

 

When examining the diphthongs, it was found that /əu/ was less diphthongal in the participants’ 

interlanguage in the pre-test. In English, there is a clear glide from /ə/ to /u/ when pronouncing 

the diphthong /əu/. The F1 value, which represents the vowel openness, and the F2 value, which 

represents the vowel frontness, are both expected to change greatly. However, the interlanguage 

characteristics in the pre-test showed that the participants generally glided from /ə/ to /ɔ/, and 

then ceased to glide to /u/. Their F2 values changed as is the way in English, but their F1 values 

did not change much. Figure 4 below presents the between-group comparison of F1 ROC values 

for the diphthong /əu/. 

 

 

 

 

 



Newcastle and Northumbria Working Papers in Linguistics 21.2 (2015)  Zhang 

   91 

 

Figure 4. Between-group comparison: mean F1 ROC values of /əu/ 

 

 
 

From Figure 4 we can see that the between-group difference in the pre-test is very subtle. 

This is also manifested in the statistics, where no significant difference is found between the 

experimental group (Category 2 in yellow) and the control group (Category 1 in green) at the 

starting point (p=0.929 > 0.05). Figure 4 also shows that the mean absolute F1 ROC value of 

the control group does not vary much from the pre-test to the immediate post-test. In 

comparison, the mean absolute F1 ROC value of the experimental group increases drastically 

from the pre-test to the immediate post-test and reaches towards the baseline value (Category 

0 in blue). Statistical analyses reveal that the experimental group significantly improved in 

pronouncing /əu/ (p=0.002 < 0.05) from the pre-test to the immediate post-test. Apart from this, 

another significant difference was found in the between-group comparison in the immediate 

post-test (p=0.015 < 0.05). It is apparent that the audio-visual media appear to have had a 

positive effect on the English pronunciation of diphthong /əu/. 

 

5. Discussion 

 

This study investigated the effectiveness of audio-visual media on English phonological 

defossilization by Chinese L2 adult learners. The results shown in the previous section provided 

evidence for the hypothesis that audio-visual media can influence L2 English phonological 

acquisition positively, with regard to vowel quality (monophthongs and diphthongs). The 

effectiveness can be accounted for by the reduction of negative first language transfer, the visual 

speech aid and the input of native-like phonological exemplars.  

As can be seen in the investigation of diphthongs, obvious transfer from L1 Chinese 

was detected in the participants’ interlanguage. Their pronunciation of diphthongs was less 

diphthongal according to the F1 ROC values in the pre-test. As explained in Section 3.1, 

Chinese diphthongs are less diphthongal than English ones, and the characteristics of Chinese 

diphthongs are retained when participants speak English. Another interlanguage characteristic 
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from Chinese transfer was manifested in the diphthongal /i/. As stated in Section 3.1, there are 

several combinations of vowels and consonants which exist in English that cannot be realized 

in Chinese. Among them, /fi/ is an impossible combination in Chinese. Chinese learners would 

look for a similar combination in their knowledge of Chinese phonology and thus pronounce 

/fi/ as /fei/. Audio-visual media, which provide high quality native-like English input in 

sufficient amounts, weaken the negative transfer from the first language. As is shown in the 

results, /əu/ became more diphthongal and /i/ became less diphthongal in the experimental 

group’s performance in the immediate post-test, and their pronunciations became much closer 

to the standard baseline. Audio-visual media can potentially break the fossilized deadlock in 

the interlanguage caused by negative first language transfer, and thus push forward the 

continuum of phonological acquisition. 

In the data analysis of the diphthongs, it was found that in the pre-test, the participants 

glided from /ə/ to /ɔ/ and then ceased to glide to /u/ at the end. In other words, the participants 

moved the vowel from the front to the back correctly. However, they failed to control the vowel 

openness, as is the way in English. After the input stimuli of audio-visual media was given, the 

experimental group significantly improved in the control of vowel openness. I argue that this 

might be attributed to the visual speech aid provided in the audio-visual media. With the 

provided stimuli, it is hypothesized that participants in the experimental group could see the 

mouth movement and contours from the actors and the actress, which offered cues to vowel 

openness. By referring to the lip contours, the participants who received the stimuli glided from 

the front position to the back and at the same time closed the mouth in order to pronounce /əu/ 

correctly. This further provides demonstrative evidence for Davis and Kim’s study (2001). 

The results also show that /ɔ:/ has a tendency to be more open in participants’ 

interlanguage in the pre-test. After the input period, the experimental group performed better 

than the control group, according to the mean F1 values, though not significantly so. This 

indicates that the experimental group might have conquered the problem of vowel openness 

with the help of audio-visual media. In my opinion, this might be due to the fact that audio-

visual media can provide learners with effective and native-like phonological exemplars. The 

phonological inventory in the interlanguage might be positively influenced, and so be more 

likely to be reorganized, thus promoting the process of L2 English phonological acquisition.  

This study also offers practical implications. To compensate for the lack of native-like 

phonological input in China, audio-visual media can be widely applied in classroom teaching, 

as well as individual learning. Chinese learners of L2 English can benefit from the language 

input in audio-visual media without being immersed in English-speaking countries.  

Due to the scale of the project, this study has some limitations. Admittedly, the input 

period (2 weeks) is considered to be a little short. If the period could be extended, the effects 

of the input from films and TV series would be much more salient and more data about, for 

example, consonants or perhaps sentence intonation, could be elicited. Also, if time allowed, 

delayed post-tests could also be conducted, in order to see whether the audio-visual media can 

have a long-term effect.  

 

6. Conclusion 

 

The present study investigated the effectiveness of audio-visual media as language input for L2 

English phonological defossilization by adult learners in China. An intervention study which 

consisted of a pre-test and an immediate post-test was conducted. The results revealed that 

audio-visual media might potentially have a positive influence on the acquisition and 

defossilization of vowel quality, with regard to monophthongs and diphthongs. The positive 

impact was attributed to the nature of audio-visual media input, which can weaken negative 

first language transfer, provide a visual speech aid and offer native-like phonological 
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exemplars. This suggests that audio-visual media can tackle the current problem of L2 input in 

China and can be widely applied in classroom teaching and individual learning. 
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