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Research project 
Biomedical data is growing at an unprecedented scale. Recent decades have seen the 
development of a very broad range of bio/digital-technologies able to generate data of 
human activity at all scales from the cellular to the whole-body level. Such data has 
little value unless appropriate analysis techniques are used. Artificial Intelligence (AI) 
methods have shown their value in analysing biomedical data of all kinds. However, a 
question often overlooked is understanding how AI models take decisions. This 
prevents the extraction of valuable novel insight from the data and a rigorous 
assessment of the reliability and fairness of AI model. Such assessment is crucial 
before their deployment to aid decision making in precision medicine initiatives [1-2]. 

Explainable AI [3-4] is a subfield of AI that focuses on how to extract knowledge and 
explain decisions of AI models. It has rapidly grown in recent years, with a broad range 
of strategies for understanding better how AI models operate and maximising the value 
we can obtain for the costly biomedical data. However, most Explainable AI methods 
are data-agnostic and do not exploit any of the wealth of domain knowledge that exists 
in biomedical data, still requiring substantial human effort in assessing the reliability of 
AI models from a biological and clinical perspective. 

Building upon Bacardit’s expertise in this area [5-10], this project will develop a new 
class of Explainable AI methods designed specifically to tackle biological and 
biomedical data, by incorporating the biological knowledge directly in the process of 
training and refining AI models. In this way models will be able to directly capture 
biomedically-relevant patterns in data, and it will accelerate the process of analysing 
biomedical data and enable their deployment in clinical settings. We have access to a 
broad range of biomedical data coming from clinical studies that will be used to 
develop and evaluate such technology, and a network of clinical experts that we can 
use to ensure that the developed technology is clinically meaningful. 

Applicant skills/background 
This project requires a student with strong computer science foundations. Existing 
experience in AI/machine learning will be highly valued. Biological knowledge will be a 
plus but is not crucial, as this will be provided through the project. 
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